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Chapter 1 (Rule 1) – There should be the possibility of surprise
Chapter 2 (Rule 2) – Look for differences that make a difference

Chapter 3 (Rule 3) – Build in reality checks

Chapter 4 (Rule 4) – Replicate

Chapter 5 (Rule 5) – Compare like with like

Chapter 6 (Rule 6) – Study change

Chapter 7 (Rule 7) – Let method be the servant, not the master

Excerpts from Rule 1: There should be the possibility of surprise in social research.  
Social research differs fundamentally from advocacy research. Advocacy research refers to research that sifts through evidence to argue a predetermined position.  Lawyers engage in advocacy research in attempting to prove the guilt or innocence of defendants. Special interest groups engage in advocacy research when trying to influence the vote of lawmakers on a particular bill. The aim of advocacy research is to convince others (juries, lawmakers) to think or act in a given way. Hence advocacy research presents evidence selectively, focusing on supporting evidence and suppressing contrary or inconvenient evidence.

Social research, in contrast, does not suppress contrary or inconvenient evidence. In the social sciences we may begin with a point of view, but (unlike advocacy research) we do not want that point of view to determine the outcome of our research. Rule 1 is not intended to suggest that you need to check your idealism at the door when you embark on a social research project. Far from that – if you don’t want to change the world for the better, you might not have the doggedness needed to do good social research. But Rule 1 is intended to warn that you don’t want to be blinded by preconceived ideas so that you fail to look for contrary evidence, or you fail to recognize contrary evidence when you do encounter it, or you recognize contrary evidence but suppress it and refuse to accept your findings for what they appear to say.
We must be ready to be surprised by our research findings. It is the uncertainty that makes social research exciting and rewarding. If we always knew the answer beforehand, what is the point of doing the research?

For first-time researchers, the surprise very often is in the finding of small effects where large effects were expected. Rarely do new researchers obtain findings that were as strong as they anticipated. Sometimes results are even opposite to expectations. Perhaps you were absolutely certain, for example, that in the United States women are more likely to approve of abortion than men are (not true: see exercises at the end of this chapter) or that younger adults tend to be happier than older adults are (which is also false: see exercises at the end of Chapter 2). 

Although you might at first be disappointed in your results, it is important to keep in mind that a non-effect is not a non-finding. Any result is a finding. Finding no effect could be more interesting than finding a big effect, especially when conventional wisdom holds that there is a big effect. Often the most interesting results in social research are those that fly in the face of conventional wisdom.  So you should not be disappointed when you do not find the big effect you expected, or when your results are inconsistent with what “everyone knows.”
Selecting a Research Question
The first step in a research project is to decide upon a research question. A research question in the social sciences is a question about the social world that you try to answer through the analysis of empirical data. The empirical data may be data that you collected yourself, or data collected by someone else. 
There are two fundamental criteria for a research question: Interest and researchability. In selecting a research question, your aim is to find a question that (1) is researchable and (2) is interesting to you and to others in your field.  
Researchable Questions

Some research questions in the social sciences are not researchable because they are simply unanswerable (see Lieberson 1985, chapter 1, “The undoable”). In that respect economics, political science, psychology and sociology are the same as astronomy, biology, chemistry, and physics. Some questions – such as the existence of God – are inherently unknowable with the scientific method. Other questions might be unanswerable as the questions are currently conceived. Other questions might be unanswerable with the knowledge and methods we currently have.
If you are a student, some questions that are answerable in principle might nonetheless be beyond your reach. The Minneapolis Domestic Violence Experiment, for example, sought to determine whether repeat incidents of domestic violence would decline if police arrested accused abusers on the spot (Sherman 1992; Sherman and Burk 1984). Typically students do not have the time, resources, or credentials required to carry out an experiment of this magnitude. The possibilities for student projects are not as restricted as one might think, however, because there are a surprising number of data sets that are available to students for analysis (the student exercises at the end of this chapter use just such a data set, the General Social Survey). Even if you plan to collect your own survey data, you should consult such prior surveys early in your project, if only for guidance on how to word your questions.
Other research is ruled out because it is unethical. To jump ahead to an example that is central in a subsequent discussion of causality (Chapter 5), we did not know, until a few decades ago, whether or not smoking causes lung cancer – some experts said it did, some said that the evidence was inconclusive. Scientifically, the best way to settle the dispute would have been to assign individuals randomly to one of two groups, a smoking group and a nonsmoking group. In terms of science, then, the question could be answered by doing an experiment. In practice, however, such an experiment would have raised serious ethical questions regarding an individual’s right to smoke (or not smoke). The important point here is that ethical considerations are important – important enough to render some types of research undoable.

What, then, does a researchable question look like? Researchable questions in the social sciences tend to be questions that are neither too specific (for example, about a specific individual or event) nor too grand (“Why are there wars?”). The question “Why is my uncle an alcoholic?” is not a good research question because in the final analysis it is impossible to predict the behavior of a given individual; social laws are not deterministic. (Besides, the question isn’t very interesting to anyone outside your family.) It is possible to make that question researchable by generalizing it to alcoholics in general. We could ask, for example, why some people tend to be more prone to alcoholism than others are. To address that question, we first ask what characteristics distinguish alcoholics from non-alcoholics. In other words, we ask what individual or community traits correlate with alcoholism. 
In the social sciences what questions generally are easier to answer than why questions. As Lieberson (1985, p. 219, italics removed) puts it, “Empirical data can tell us what is happening far more readily than they can tell us why it is happening.” Consider alcoholism again. With appropriate data it is a straightforward matter to find the correlates of alcoholism, that is, to find the characteristics that distinguish alcoholics from others. Whether these correlates are causes of alcoholism is another matter (we take up the causality question under Rule 5, “Compare like with like”). But that does not make the correlates uninformative. Even if we want to determine causes, generally the first step is to find correlates, since knowing the what gives us clues about the why.
Because ‘mere description’ is sometimes devalued in the social sciences, it is important to underscore the point that ‘what’ questions come before ‘why’ questions. Facts come first, as Sherlock Holmes stated famously in his warning to Dr. Watson that “It is a capital mistake to theorize in advance of the facts” ("The Adventure of the Second Stain"). To punctuate the detective’s point, subsequently I describe an instance where social theorizing went astray by attempting to account for ‘rising global inequality’ when in fact global inequality was not rising. Obviously we need to get the facts right about what there is to explain before we concoct an explanation.
Getting the facts right is critical, second, because accurate description sometimes is itself the end goal. Consider the problem of motion. Medieval attempts to understand motion grappled with the nature and origins of motion. Current understanding takes motion as given, and attempts to describe it precisely and accurately. As Andrew Abbott (2003,p. 7) points out:
 [Isaac Newton] solved the problem of motion by simply assuming that (a) motion exists and (b) it tends to persist. By means of these assumptions (really a matter of declaring victory, as we would now put it), he was able to develop and systematize a general account of the regularities of motion in the physical world. That is, by giving up on the why question, he almost completely answered the what question.
In this instance progress was stalled until the question was switched from the unknowable (why things move) to the knowable (how they move). We have returned, then, to the central point of this section: That a research question must first of all be answerable. The second requirement is that it is interesting.
Interesting Questions

Besides finding a question that is answerable, you want a question that is interesting – to you and to others. Research involves entering into a conversation. The issue is how your research will contribute to that conversation. A research question might be interesting because of its scientific relevance: In addressing this issue, you join an ongoing discussion in the social sciences. Or a question might be interesting because it is socially important; perhaps it bears on some important local or national social problem. Or a question might be interesting because of its timeliness; a question relating to Americans’ attitudes about gun control might be particularly interesting, for example, when important legislation is pending on the subject. 
“The heart of good work,” Abbott (2003, p. xi) writes, “is a puzzle and an idea.” An interesting research question encompasses both. The puzzle is the issue about the social world that bears investigation. The idea is the new twist that you bring to the investigation.

How do you find an interesting research question? Often personal experiences, or the experiences of others we know, provoke our curiosity about some aspect of human behavior. You can also obtain ideas by reading the research of others. New findings often lead to new questions, and research reports often conclude by noting further research that is needed, or by suggesting directions that subsequent research might take.

Unfortunately, there is no foolproof recipe for cooking up an interesting research question. In that light, it is important to keep in mind that the ideas below are intended to stimulate your thinking, not to provide a roadmap to discovery. No one knows where lightning will strike, but it is still a good idea to avoid sitting on a high metal roof in a thunderstorm. Inspiration is the same way: We cannot be certain where it will strike, but we know that the probabilities are greater in some places than in others. 
If you have trouble thinking of a good question for a research project, most likely the problem is either that you have an idea that you like but others don’t, or you cannot come up with an idea in the first place. 
Suppose you have an idea for a project that enthuses you but no one else. One reaction – perhaps most common among students doing their first research project involving actual data analysis – is to ignore what others, such as your professors, think. That is generally not a good idea. The interest criterion for a research question dictates that you find an issue that is interesting to you and to others in your field. The “others in your field” requirement is important, because the “so what?” question is the first challenge you will face when writing up the results of your research. Early in the report you must be able to explain, in a few sentences, why your results are of interest to your readers. Perhaps the question you address relates to an ongoing discussion in your field. Perhaps it extends prior research in new directions, or replicates findings using a new population. Or perhaps it sheds light on an empirical puzzle. The point is that you need some rationale for doing your research. The fact that you cannot get anyone else interested in your research is a telltale sign that you need to rethink the project. Rethinking the project does not necessarily mean that you need to abandon your idea. But it does mean that you need to rework your question to make it interesting to others.

The issue then is how to revise your research question to make it more interesting to others. (I assume here that you have done the necessary preliminary review of other research on the topic, so you have a basic idea of what others have found before you.
) First you should discuss the project with others to find out why the project is uninteresting to them. Most likely they will say that your question is uninteresting either because we already know the answer, or because we would not care about the answer even if we knew it.  That is:
· The no-surprises objection: We won’t learn anything from the research, either because the answer is already well-documented by prior research, or the answer to the question is preordained by the research method. In other words, the research is gratuitous, since we know the answer before we do the research.

· The ‘so what’ objection: The answer to the research question does not matter because (1) it has no relevance either for social science theory or for everyday life or (2) the answer matters to such a small handful of people that the question is trivial.  

“Why is my uncle an alcoholic?” is a good example of a trivial research question. No matter how important the answer might be to you, the question is trivial to social scientists because the answer matters to such a small handful of people. To make the question interesting we must generalize it. Instead of asking why your uncle is an alcoholic, we ask what general traits distinguish alcoholics from others. So the triviality problem generally is solved by casting a wider net in the research question.
Irrelevance is also solved by casting a wider net. In truth, of course, few questions are completely irrelevant; relevance is a matter of degree.  As editor of the American Sociological Review I found that one of the most frequent complaints of reviewers was “Why should I care about the results of this paper?” As social scientists we care about research when the results speak to ongoing conversations and debates in our field. The more such connections we can make, the more interesting our results tend to be. So it is important to show how our research question links to theories and other empirical work in our field.
The no-surprises objection is consequential because, as Rule 1 states, surprise is a hallmark of social research. It is the possibility of surprise that distinguishes social research from advocacy research. So if your social research project is uninteresting because it lacks the element of surprise, you need to make the case that the answer is not known beforehand. Sometimes results can be known ahead of time (making the research uninteresting) because the results are built in by the way concepts are measured. So if others say your project is uninteresting, you first need to make sure that your method is not to some degree preordaining your result. In examining the effect of marital satisfaction on overall life satisfaction, for example, it is important to find independent measures of the two concepts, so that a positive relationship between the two is not guaranteed by the measures used. 
Alternatively, perhaps the possibility of surprise has been eliminated by prior research; you’ve been “scooped.” Lest you be too hasty in that judgment, however, it is important to distinguish well-established research from well-established findings. Lots of research does not necessarily mean that researchers have reached a consensus. Indeed, because controversy itself can stimulate research, an extensive research literature might signal the opposite. Because research in the social sciences sometimes yields mixed, inconclusive, or controversial findings, there are issues of import where research is well-established but findings are not. If your research falls into that category, then it does not run afoul of the “no surprises” objection, since prior findings do not tell you what you will find. In the happiest of circumstances, you will devise a critical test that reaches a definitive conclusion and shows why prior research has been inconclusive. So there is great potential for a significant research contribution where there is much research but little in the way of established findings.
That situation is quite different from the situation where there is general consensus on research findings. Unless prior research is seriously flawed, well-established findings from prior research rule out the possibility of surprise. So if you believe, for example, that prior research has amply demonstrated that married people in the United States tend to be happier than unmarried people, there is little point in another study of the association of marital status and happiness unless the new study extends that finding in some new direction (examples below). Note the critical qualifier here: if you believe prior research has amply demonstrated. Some of the most interesting and significant research in science has overturned the findings of prior research. There is nothing wrong with challenging well-established findings in the social sciences if you can show that there is reason to doubt those findings. 
In short, if you want to investigate a topic with (apparently) well-established findings, you have two options: challenge the findings or clarify/extend the findings. Challenging prior research involves both deductive and inductive work: First you demonstrate the logical or methodological flaw in prior research (deduction), then you show, empirically, that the flaw matters (induction). 
The other option is to clarify or extend established findings. The clarification of findings is deductive (or largely so), involving further conceptualization and theorizing. The extension of findings is inductive, involving further data analysis. I consider each of these options in turn.

//REMAINDER OF SECTION OMITTED//

…. So it is tempting to try to think of a novel research idea, something that no one else has investigated before. That often poses a dilemma. Recall that interest and researchability are the key requirements for a research topic. Yet if we find a topic that is interesting and researchable, very likely the issue has been studied a number of times, so there is extensive research on it already. It is generally very difficult, then, to find a feasible research question that is important yet has not been studied.
That dilemma probably explains why researchers-in-training sometimes struggle to find a research topic. They try in vain to find an interesting question that no one has investigated before. The examples above are intended to make the point that the best social research most often is research that brings fresh perspectives and new insights to old and continuing areas of concern. 
Selecting a Sample
After determining what you want to study, you need to determine whom to study. First you need to determine what target population your results are meant to describe (see Chapter 4). Are you interested in drawing conclusions about all college students worldwide? (That could be overly ambitious, as obtaining a sample of college students worldwide would be difficult.) Or only American college students? Or only American college students in parochial schools? In order to know whom to sample, you need to identify your target population carefully and precisely. 

After determining your target population, you need to determine a strategy for selecting a subset of individuals – called a sample – from that population. Because you attempt to draw conclusions about the entire population on the basis of results from a subset of that population, it is critical that your sample be representative of your population (or representative of the subpopulations that you want to compare: see Third principle of sampling, below). The most straightforward way to obtain a representative sample, conceptually, is to think about selecting individuals completely at random from the population, so each individual in the target population has an equal probability of being selected for the sample. A sample selected in this way is called a simple random sample. In practice, though, a simple random sample usually is hard to obtain, and other sampling methods have been devised for obtaining samples that are representative, or virtually so, for target populations. Full descriptions of these methods are available elsewhere (Kalton 1983; Kish 1965) and I see no need to cover the same ground here. What I want to do instead is emphasize some overarching principles.

First principle of sampling: You don’t need to eat the whole ox to know that it is tough.

Samuel Johnson is often credited (probably incorrectly) with this colorful way to express the idea – later applied to the sampling of human populations – that characteristics of the whole can be inferred from characteristics of the part. All sampling is based on this principle. 
The same laws of probability that underlie the first principle of sampling also lead directly to the first principle of sample size:
First principle of sample size: For practical purposes, very large populations do not require larger samples than smaller populations do.
//SECTION OMITTED//
Sample size corollary: We can make confident generalizations about a large population from a sample containing only a tiny fraction of that population.

Although students generally have little trouble grasping the first principle of sampling, they often are surprised by the first principle of sample size and its corollary. It seems to defy common sense that anyone could determine what millions of Americans are thinking by talking to merely 1500 of them. Yet that is exactly what pollsters try to do.
George C. Wallace, four-term governor of Alabama and unsuccessful third-party candidate for President in 1968, provides the most memorable attacks on the reliability of political polls and the logic of polling. Wallace’s populist “Stand up for America” campaign resonated with large segments of the U.S. public,
 and polls showed surprising support, particularly in the South, for his third-party candidacy. However, when polls showed his support slipping in the final weeks of the 1968 election, Wallace attacked the polls themselves. In an article “Wallace Assails ‘Lying’ Election Polls,” the New York Times (October 27, 1968) reports:

George C. Wallace delivered a blistering attack on national political polls today in response to one that indicates support for his Presidential campaign has slipped substantially in the last week. Informed of the results of the latest Gallup Poll, which shows that the American Independent party candidate dropped 5 percentage points, he said: “They lie when they poll. They are trying to rig an election. Eastern money runs everything. They are going to be pointed out the liars that they are.”
Two days later Wallace dismissed political polls as “comic strips” and charged that the polls represent “a deliberate and desperate attempt on the part of the other two parties to deceive the American people” (“Wallace, Irritated by Polls, Insists He Is Doing Well,” Washington Post, October 29, 1968, p. A7). In a campaign rally in Hannibal, Missouri on October 28, 1968, he posed this famous question, as described the next day in the Washington Post (page A7):
“The Gallup poll and the Harris poll – they talked to 1600 people in the country and say they can decide how the election’s coming out,” the former Alabama Governor sniffed. “Well, how many of you have been talked to by the Harris poll and the Gallup poll?” he demanded. “Not a one of you, not a one of you.”
Governor Wallace’s views notwithstanding, reputable pre-election polls of likely voters have been fairly accurate in forecasting the results of recent elections, even though the polls typically are based on a sample of only a dozen or so respondents per million voters.   On the eve of a Presidential election, for example, most national polls rely on a sample of 1500 or so likely voters. Over 122 million Americans voted in the 2004 election – so a sample size of 1500 works out to a ratio of one person sampled for every 81,000 voters, or 0.0012% of the voters. 
How then are we to account for the fact that we can use 0.0012% of the population to predict so accurately the behavior of the remaining 99.9988% of the population?  This principle is demystified somewhat by the second principle of sampling:

Second principle of sampling:  How cases are selected for a sample is more important than how many cases are selected. 
In other words, the representativeness of the sample is more important than the size of the sample. Of course I do not mean to suggest that a sample of two or three is all right, so long as those people are selected properly. But I do mean to suggest that a sample of only a few hundred can give a surprisingly accurate picture of a population of many millions, so long as the individuals in the sample are representative of the individuals in the target population. Obviously a larger sample is better than a smaller sample, other things equal – but the superiority of larger samples over smaller ones is itself due to the fact that (for a given sampling method) larger samples are more likely to be representative. Consider the extreme case of a single individual. A sample of one cannot be very representative of the entire population, unless individuals in the population are all alike. At the other extreme, a census is clearly representative of the population, since it contains everyone in the population.

It is important to understand two points here: first, that a representative sample of a few hundred people can be remarkably accurate; second, that a non-representative (“biased”) sample of a few million people can be remarkably inaccurate.  Failure to appreciate fully the second point has led to some infamous blunders in the polling business. In the United States, “the poll that changed polling” occurred in the 1936 Presidential election between Democrat Franklin D. Roosevelt and Republican Alfred M. Landon. In its October 31, 1936 issue, the venerable magazine Literary Digest predicted – on the basis of a sample of over two million – that Landon would win the election in a landslide. Three days later, Roosevelt won in a landslide. The error by the Literary Digest was caused by their sampling method, which oversampled Republicans and those favoring change in the government (Roosevelt was the incumbent). On the basis of a more representative sample of just 5,000 people, a little-known pollster named George Gallup correctly predicted Roosevelt’s landslide victory. Not long after the 1936 election, the Literary Digest went out of business. The polling methods perfected by Gallup are still in use today.

//REMAINDER OF SECTION OMITTED//
Samples in Qualitative Studies  
//SECTION OMITTED//
Is Meaningful Social Research Possible?
October 7, 1903, is famous in aviation history for the test that failed. As news reporters watched expectantly, test pilot Charles Manly assumed his position aboard a curious-looking airship perched on a houseboat in the Potomac River. To avoid fatal landings, the plan was to crash into the water after demonstrating the possibility of human flight in a heavier-than-air machine. As propeller wheels whirred a foot from Manly’s head, a mechanic cut the cable holding the catapult, and the airship tumbled ignominiously into the waters of the Potomac.
That spectacular failure, along with a second well-publicized plunge into the icy Potomac two months later, resulted in public ridicule of the airship’s designer, the distinguished physicist and astronomer Samuel Pierpont Langley. Armed with a $50,000 grant from the War Department and another $20,000 from the Smithsonian Institution (which combined would be worth over $1,500,000 in today’s money), Langley had set out to build a heavier-than-air aircraft piloted by humans. His highly-visible failures added credibility to Lord Kelvin’s famous claim, eight years earlier, that “Heavier-than-air flying machines are impossible.” 
After Langley’s first failed attempt a New York Times editorial had this to say about the prospects of human flight (“Flying machines which do not fly,” New York Times, October 9, 1903):
[It] might be assumed that the flying machine which will really fly might be evolved by the combined and continuous efforts of mathematicians and mechanicians in from one million to ten million years…. No doubt the problem has attractions for those it interests, but to the ordinary man it would seem as if effort might be employed more profitably. 
In one of the ironies of history, as these words were being penned Wilbur and Orville Wright were preparing their own launch in a remote area on the coast of North Carolina. The first manned flight did not take place a million years later, but just a little more than two months after the Times editorial. On December 17, 1903, Orville and Wilbur took turns piloting a flying machine (that cost about $1,000 to build – $22,000 in today’s money) over the sand dunes of Kitty Hawk. With no government financial backing and little fanfare, two determined bicycle builders from Ohio had proved Lord Kelvin and the New York Times wrong.
//REMAINDER OF CHAPTER 1 OMITTED//
� In large part because of famous (or infamous) experiments over the past century that harmed human subjects or placed them at risk of harm, universities now maintain guidelines regarding any investigation involving human subjects. At the outset of your research you should contact your university’s IRB (institutional review board) for the procedures to follow in your own research. The central principles are that participation by human subjects should be voluntary, that anonymity or confidentiality of subjects should be maintained, and that the benefits of the research should outweigh any foreseeable risks to the subjects.





� In early stages of your literature search you should look particularly for review articles. A good review article will provide (1) a theoretical grid or template for thinking about the important issues in the field, (2) an overview of key findings and key unresolved issues, and (3) a description of the most influential and important studies in the area. The Journal of Economic Perspectives and the Journal of Economic Literature are valuable sources of summary articles of the latest findings in particular areas of economics. In the other social sciences review articles are available in the Annual Review series (e.g. Annual Review of Sociology). When beginning a new research project it is a good idea to scan the table of contents of the Annual Review to see if recent summary articles are available, and go from there.





� Wallace’s campaign brochure describes him as “the undisputed leader in the fight for personal and property rights, and against excessive taxation and the takeover of personal rights by the ‘great society.’” Regarding the Viet Nam war, Wallace is quoted as follows in the brochure: “These few people today who are out advocating sedition and raising money and clothes and supplies for the Viet Cong – these college professors who are making speeches advocating victory for the Viet Cong Communists – I would deal with these people as they ought to be dealt with, as traitors.” (� HYPERLINK "http://www.4president.org/brochures/wallace1968brochure" ��http://www.4president.org/brochures/wallace1968brochure�)


� Controversies over the results of reputable polls (such as Roper, Harrris or Gallup polls) rarely center on sampling issues any more. Most of the focus today is on validity issues – on what respondents really mean by their responses (see Sudman, Bradburn, and Schwarz 1995; Tourangeau, Rips, and Rasinski. 2000).





