
into consideration, such that the phonetic contrasts at the beginning of words in each syntactic 

category show a better fit to a geometric than a power law distribution (Figure 19). 

 

 

 

Figure 19: Log frequency x frequency rank plots of the distributions of word initial phonetic labels 

assigned to observed forms across parts of speech in the Buckeye Corpus of conversational speech (Pitt, 

Johnson, Hume et al, 2005) 

 

Not only do these findings emphasize the idea that lexical “items” are themselves parts of 

systems, they also hopefully serve to illustrate how systematicity is present in human 

communicative codes at many (if not all) levels of abstraction.  



8. Making sense of meaning 

“The belief that words have a meaning of their own account is a relic of primitive 

word magic, and it is still a part of the air we breathe in nearly every discussion.” 

Ogden & Richards (1923) 

8.1 Moving beyond compositionality 

As I noted at the outset of this article, belief in compositionality – the doctrine that meaningful 

messages are built up out of smaller units of meaning (etc.) – has dominated and continues to 

dominate theories of in human communication. Indeed, at times is seems that most linguists (and 

other researchers in the brain and cognitive sciences) are unable to conceive of human 

communication in anything other than in compositional terms. As a result, it seems to fair to say 

that on one hand, even sensible attempts to dispense with compositionality (despite its myriad 

problems) are generally greeted with incredulity by the research community, whereas on the other 

hand, even the most outlandish suggestions tend to be given credence, just as long as they 

conform to the prevailing orthodoxy. For example, the problems posed by compositionality have 

led leading theorists to the absurdist claim that units of meaning—such as dog, appear, 

carburetor, bureaucrat, and, presumably entropy, perplexity John, William, Mary and Anne—

must be (somehow) specified in the genome: 

there is good reason to suppose that the [nativist] argument is at least in substantial 

measure correct even for such words as carburetor and bureaucrat, which, in fact, pose the 

familiar problem of poverty of stimulus if we attend carefully to the enormous gap between 

what we know and the evidence on the basis of which we know it. The same is often true of 

technical terms of science and mathematics, and it surely appears to be the case for the 

terms of ordinary discourse. However surprising the conclusion may be that nature has 

provided us with an innate stock of concepts, and that the child’s task is to discover their 

labels, the empirical facts appear to leave open few other possibilities.  

(Chomsky, 2000, pp. 65–66) 

While many researchers who subscribe to compositionality would balk at endorsing this claim, it 

hardly matters, first because the idea of innate concepts is so completely vague as to contribute 

virtually nothing to our understanding of human communication, and second because it is clear 

that no better alternative account of meaning compositionality is on offer.  

As I noted at the outset, after half a century of motivated effort, researchers have singularly 

failed to come up anything approximating a half-coherent empirical account of what a ‘unit of 

meaning’ is supposed to be (Ramscar & Port, 2015), and philosophical analyses that have long 



suggested that ‘meaning units’ are a fundamentally misguided idea (Wittgenstein, 1953; Quine, 

1960; see also Fodor, 1998). Which is to say that although most linguists (and other researchers in 

the brain and cognitive sciences) clearly believe in compositionality, theoretical accounts of 

compositional meaning themselves offer nothing beyond blind faith, vagueness, and / or 

mysticism.14 

By contrast, when taken together with well-established principles from information theory, the 

data described here show that for personal names, the empirical facts emphatically open up 

possibilities for explaining human communication that seem far more helpful than hopeful 

appeals to innate concepts. Empirically it seems clear that name grammars are perfectly adapted 

to supporting a discriminative process in which speaker’s signals – structured sequences of name 

tokens – simply serve to eliminate semantic uncertainty in a hearer. These combinations / 

sequences of name tokens are not compositional, nor do they ‘refer to concepts’ (whatever 

concepts are supposed to be). Rather, tokens (and token sequences) eliminatively narrow the 

space of possibilities within the set of identities that is correlated with them. 

At which point, it seems worth re-emphasizing that accounting for the workings of personal 

names has traditionally proven to be a stumbling block for compositional theories, to the extent 

that mainstream linguistic theories typically either ignore names altogether, or else relegate them 

to an afterthought. By contrast, names appear to be an aspect of human communication that is 

readily explained in discriminative terms.15 The reason is likely to be the same in both cases. On 

one hand the sui generis semantics that are inevitably associated with identities are difficult to 

reconcile with the fact that names themselves are rarely unique, such that name tokens don’t 

appear to correspond to generic ‘concepts.’ On the other, the self same sui generis semantics 

make a discriminative account intuitive because the very fact that, in context, names more often 

than not succeed in picking out a unique correlated identity means that names are usually 
                                                

14 A previous version of this work was criticized for making "little connection with relevant current work in theoretical 
pragmatics" and "not much connection with the state of the art in theoretical linguistics, pragmatics, psycholinguistic 
processing, or children's semantic/pragmatic development," while a reviewer complained that "the specific cases … 
discussed are all to do with words (names, verbs, nouns, gender systems), while syntax, the key driver of linguistic 
compositionality, is not mentioned." What I hope is clear to the careful reader (and even future reviewers) is that I hold 
out no hope that a successful theory of human communication can be built on the idea of ‘units of meaning’ at any 
possible level of description, and that as a result, I have little to say about work founded on this idea (the ‘state of the 
art in theoretical linguistics,’ ‘pragmatics,’ ‘syntax’) other than to note that if the foundations of a scientific theory are 
wrong, it seems reasonable to assume that its ultimate contributions to human understanding are likely to be minimal. 
 
15 I acknowledge that many readers will find this account of the communicative function of names unsatisfactory, 
because will feel that this account fails to satisfy their intuitions about lexical semantics and meaning. I can only 
reiterate here that what one knows / feels etc., about an identity is entirely independent of how human communicative 
codes are used to signal them, and note that a large part of the development of a mature science of human 
communication will involve a re-appraisal of the kinds of phenomena that we can plausibly seek to explain (i.e., it 
seems likely linguists are no more likely to develop a ‘comprehensive theory of meaning’ than physicists or horologists 
are to develop a ‘theory of time travel’). 



unambiguous in context. This means that in many contexts the successful communication of a 

name will result in the elimination of uncertainty on the part of a hearer (13), as opposed to 

merely its reduction (which appears to be sufficient for a great many communicative purposes).  

(13)  John: Who wrote that book you told me about? 

 Ann: Richard Feynman 

However, as (14) illustrates, contexts where the successful communication of a name does not 

result in the elimination of uncertainty on the part of a listener clearly exist. 

 (14)  John: Do you like David Bowie? 

 Ann: It depends 

 John: Do you like David Bowie in his Ziggy period? 

 Ann: Yes 

Of course, names are only one, fairly small aspect of human communication. Providing an 

account of all the other myriad ways in which people communicate using words and sequences of 

words is beyond the scope of this paper (and its author’s current abilities). There are however, 

many good reasons to believe that accounting for the rest of human communication will be best 

achieved by an extension of the approach I have outlined here. One obvious reason to support this 

suggestion is the fact that, as noted above, research has shown compositional accounts of 

communication to have little going for them other than people appear to be predisposed to 

intuitively believe them. For most of the past century adherence to these beliefs has led to a 

situation where the failure to find evidence for compositional theories has not been taken as 

evidence against them. Rather, the absence of evidence has been taken to support claims that 

people are miraculously able to learn and use all of the various inexplicable aspects of 

compositional communicative codes in spite of the ‘poverty of the stimulus’ from which they are 

supposed to learn them. (Hence the appeal to innate – though ill-defined – stocks of concepts in 

the quote above.) 

 

Red Orange Yellow Green Blue Purple Brown Magenta Tan Cyan Olive Maroon Navy 

Aquamarine Turquoise Silver Lime Teal Indigo Violet Pink Black White Grey/Gray 

Table 11: 24 common English color words (from Wikipedia) 

 

To further this line of thought, Table 11 lays out a set of 24 common English color words 

(taken from wikipedia). Perhaps unsurprisingly given the foregoing, an analysis of the frequency 



distribution of these words in COCA (plotted in Figure 20) shows that they are geometrically 

distributed. That is, it seems that when people talk about color in English, they use white 

exponentially more frequently than black, which they use exponentially more frequently than red 

which they use exponentially more frequently than green which they use exponentially more 

frequently than brown which they use exponentially more frequently than blue; and this pattern 

continues successively for grey/gray then yellow then silver then orange then pink then navy then 

olive then purple then lime then tan then violet then turquoise then maroon then indigo then teal 

then magenta then aquamarine then cyan. This pattern is not predicted by compositional theories, 

but neither does it contradict them. A compositional theorist might suppose that it reflects some 

bias, or constraint, on people’s color concepts, a factor that is independent of communication, and 

appeal to physiologists or physicists to explain its basis. 

 

 

Figure 20: Log frequency x frequency rank plot of 24 color English color words (R2=.98). 

 

Mother, Father, Son, Daughter, Brother, Sister, Uncle, Grandmother,   

Aunt,  Grandfather,  Cousin,  Grandson,  Nephew,  Niece,  Granddaughter 

 

Table 12: Set of English kinship terms defined by Kemp & Regier (2012). 

 

 

 

 



 

Figure 21: Log frequency x frequency rank plot of the English kinship terms defined by Kemp & Regier 

(2012; R2=.98). 

 

Table 12 then lays out a set of 15 kinship terms taken from Kemp & Regier (2012). An 

analysis of the frequency distribution of these words in COCA (plotted in Figure 21) shows that 

they too are geometrically distributed. This pattern is not predicted by compositional theories 

either, but once again, neither does it contradict them. Our compositional theorist might suppose 

that it too reflects some bias, or constraint, this time on people’s kinship concepts, a factor that is 

also independent of communication, and appeal to sociologists or anthropologists to explain its 

basis (again, contrary to the claim noted above, Chomsky, 2000, it seems that the empirical facts 

always appear to leave open many possibilities).  

By contrast, a key piece of evidence I offered in support of the idea that names support a 

discriminative communicative function is the way they are distributed (and from the apparent 

universality of these distributions). Section 5 further showed that even if one were to object to my 

seeking to abstract my information theoretic account of communication from names to the rest of 

human communication by arguing that names are somehow ‘special,’ it turns out that many other 

‘more usual’ communicative concepts (such as those associated with nouns and verbs) have the 

same distributional structure. Moreover, as Figure 22 appears to indicate, many of the ‘biases and 

constraints’ that shape people’s use of words across different domains appear to result 

suspiciously similar patterns. These patterns make perfect sense from a discriminative, 

information theoretic, perspective, but once again, while they are not at odds with compositional 

accounts, neither are they predicted by the various intuitions that appear to drive people’s 

implacable faith in them. 

 



 

Figure 22: Point-wise comparison of the rank probabilities of English color words (calculated over a set of 

24 items) and English kin terms (calculated over a set of 15 items; R2=.997). 

 

Thus while it is true that with sufficient time and effort, one could come up with plausible-

sounding post hoc stories about biases, constraints etc., that account for all of the skewed variance 

in the frequencies of these supposedly compositional items (variance that compositional intuitions 

utterly fail to predict), at some point it seems that a duck test16 might be in order. If natural 

languages are distributed the way that deductive, non-compositional communicative codes are 

distributed, if the lexical contrasts within domains maximize discrimination in the way that the 

codewords in a communicative code maximize discrimination, and if the information in human 

codes increases according to communicative demands in the way one would expect the 

information in a communicative code to increase as its coverage increases, this is probably 

because natural languages are in fact deductive, non-compositional communication systems. 

 

8.2 Information and meaning 

Since a great deal of the last part of this paper has been devoted to explaining to readers why 

compositional accounts of human communication – or, as these theories usually describe it, 

‘language’ – are a theoretical dead end, I feel that it behooves me to end in a more upbeat manner 

by providing furthers example of how information theoretical accounts of communication can 

positively increase our understanding of meaningful questions. To this end, in closing I will 

briefly consider how the approach I have described here can be used to illuminate what is often 

called the “Easterlin paradox” in the relationship between wealth and human happiness. In doing 

                                                
16 If it looks like a duck, swims like a duck, and quacks like a duck, it probably is a duck. 



so, I will try to highlight a few outstanding questions raised by this approach, as well as the 

benefits that information theory brings to this specific question.  

The “Easterlin paradox” describes a curious finding in the relationship between wealth and 

human happiness. Put simply, it has been argued that although at any given point in time a 

relationship between wealth and happiness can be seen (such that, say, if richer and poorer 

countries / citizens are compared at a point in time, life satisfaction increases with the absolute 

amount of GDP per capita), across time there seems to be no significant relationship between the 

rate of improvement in happiness and the rate of economic growth (see e.g., Easterlin & 

Angelescu, 2009; Easterlin, 2013; Hills, Proto & Sgro, 2015). In this work, happiness is measured 

by overall life satisfaction, which is operationalized in terms of people’s responses to the 

following question (Easterlin & Angelescu, 2009):   

(15) “All things considered, how satisfied are you with your life as a whole these days”  

Accordingly, it follows that the happiness / income paradox is more accurately put as follows: 

while at any point in time the degree to which people report being satisfied increases as income 

increases, it turns out that over time the degree to which people report being satisfied does not 

increase as incomes increase.   

How can an information theoretical account of communication increase our understanding of 

this matter? To begin with, it is important to note this paradox arises under (relies on) a critical 

assumption, namely that when people are asked, how satisfied are you with your life, the meaning 

of satisfied is constant over time. This, of course, is a standard compositional assumption: 

satisfied is assumed to be associated with a ‘concept,’ and a further (implicit) assumption is that 

concepts are generally stable over time, except when they are not; at which point compositional 

theories usually don’t have much to say about how concepts change, because compositional 

theories general analyses concepts in isolation (Ramscar & Port, 2015). By contrast, as I have 

emphasized throughout the foregoing (and as figure 12 in particular serves to illustrate) 

information is a property of systems, and these systems balance the constraints imposed by the 

requirement to communicate specific messages (e.g., about identities), with the need to make 

those specific messages informative (which also embraces predictable and learnable) in a 

community that needs a number of different specific messages to be communicable.  

This view of communication is, as I have repeatedly stressed, concerned with uncertainty 

reduction. It follows therefore that over time, people might be expected to use specific words in 

some kind of relation to the degree to which they relate to the way uncertainty is distributed in the 

environment. Thus, for example, in a series of analyses (Ramscar, 2015) of old- word sequences 



such as old man, old woman, I found that the frequency of old- word sequences declined as the 

number of elderly people in the population increased across the late 20th Century.  While this 

might seem paradoxical from a composional perspective (where on might expect that the presence 

of more old men might predict more talk of old men), it is entirely consistent with the account of 

names presented earlier, since it follows that the more old men there are, the less informative 

(discriminative) talk of old men will become in context.  

Since human communication can in many cases be seen as the utilization of a code in order to 

reduce uncertainty,17 it follows that when changes in experiential context change the informativity 

of an aspect of the code, people’s use of that aspect of the code is likely to change. It also follows 

that its informativity within the code, both in context and perhaps across contexts, will change. In 

this case, the information that old contributes to a listener’s expectation that man, men, woman or 

women will occur in spoken contexts can be shown to have changed considerably in the past 50 

years. It follows also that the meaning of old man, old men, old woman and old women are likely 

to have changed as well. While I have no idea how one might hope to quantify what these 

changes in meaning are (or even if this question is well-posed, Wittgenstein, 1953), an 

information theoretic approach to communication does at least offer methods for evaluating 

whether we might expect changes to have taken place.  

 

 

Figure 23: the entropy of the word satisfied in Google ngrams from 1929-2008, plotted against US per 

capita GDP18 over the same period. 

                                                
17 This is not to deny that non-verbal and non-lexical codes also clearly exist, or that they contribute enormously to 
human communication.  
  
18 Measured in 1990 International Geary-Khamis dollars. Data from: www.ggdc.net/maddison/historical_statistics/ 
 



 

With this in mind, and returning to the happiness – wealth paradox, I analyzed the 

informativity of the word satisfied (operationalized as its entropy in Google ngrams) in relation to 

US per capita GDP over the period 1929-2008 (Figure 23). As can be seen, it is clear that across 

this period, increases in wealth are strongly associated with changes in the informativity of 

satisfied (R2=.81).  

Of course, it might be objected that since my analyses of Delaware names, old men etc. and 

satisfied all reveal declines in the informativity of specific words across time that this might just 

be a general property of the code: perhaps all words decline in informativity. To at least attempt 

to control for this possibility, I analyzed the informativity of the word poverty (operationalized as 

its entropy in Google ngrams) in relation to US per capita GDP over the period 1929-2008. Since 

I argued that the increases in general satisfaction that result from increases in GDP might lead 

people to talk less about being satisfied (because satisfied will become less informative when 

more people are satisfied), it follows that the opposite ought to be true of poverty. As levels of 

poverty decrease, then the word poverty ought to increase in its informativity (poverty will be 

uninformative when everyone is in poverty, and its informativity will increase as poverty 

becomes less widespread). 

 

Figure 23: the entropy of the word poverty in Google ngrams from 1929-2008, plotted against US per 

capita GDP over the same period. 

 

As figure 23 shows, whereas increases in wealth were strongly associated with a decline in the 

use of satisfied between 1929 and 2008, the opposite was true of poverty – as America’s wealth 

increased, talk about poverty amongst American increased as well (R2=.78). In line with my 

remarks above, it is worth highlighting two things that these results seem to indicate: first, as 



people have become wealthier, they talk about being satisfied less, presumably because, if we 

suppose satisfied means ‘satisfied,’ the fact that more and more people are satisfied makes talk 

about being satisfied less meaningful; and second, because people talk about being satisfied less 

as they become wealthier, it follows that talk about being satisfied must increasingly occur in 

fewer, more specialized contexts, such that if we accept that the use of satisfied contributed 

something to the meaning of ‘satisfied’ in 1929, then the meaning of ‘satisfied’ must have 

changed by 2008. 19  (And of course, when it comes to poverty, the opposite pattern seems to 

hold.) 

Interestingly, an analysis of the informativity of the word happy (operationalized as its entropy 

in Google ngrams) in relation to US per capita GDP over the period 1929-2008 appears to 

confirm the wealth-happiness paradox, since it revealed the same U-shaped relationship between 

wealth and poverty reported by Easterlin and colleagues (Figure 24). 

 

 

 

Figure 24: the entropy of the word happy in Google ngrams from 1929-2008, plotted against US per capita 

GDP over the same period. 

 

This raises some interesting questions, an obvious one being whether the tendency in the 

literature to equate people’s being satisfied with happiness in comparisons of wealth and attitude 

is justified, given that, in terms of informativity at least, satisfied and happy interact very 

differently with wealth over time. Among the other obvious questions it raises are whether these 

correlations actually mean anything, and if they do, what, exactly are they supposed to be telling 

                                                
19 This paragraph clearly highlights the perils involved in using words to talk about word meanings. 



us?  I will not attempt to answer these questions here, not least because I suspect that each of 

them represents a serious research topic in its own right. But I will try to briefly sketch out why I 

feel they are useful questions, and why I think an information theoretic approach can shed useful 

light on them.  

First, what I hope is clear is that while simply assuming that words like satisfied, poverty and 

happy have fixed associated concepts will serve to affirm the paradox and satisfy people’s 

compositional intuitions, it will fail to explain the systematic changes observed in the use of the 

words satisfied and poverty over time, which, if one cares about relations between wealth and 

well-being, seem worth exploring. Second, while it is true that the comparison between the 

informativity of happy and gdp observed in figure 24 supports the wealth – happiness paradox, 

the fact that this analysis revealed the same U-shaped relationship between wealth and poverty 

reported by Easterlin and colleagues supports the overall suggestion here that informativity may 

be a useful way of looking at meaning over time, albeit that this matter is muddied considerably 

by the fact that data reporting attitudes analyzed by Easterlin and colleagues were responses to 

satisfaction questions. This raises still more questions, not the least of which is whether the 

answers that people provide in response to survey questions answer the questions that researchers 

want to ask (Bertrand & Mullainathan, 2001).  

Which is to say, finally, that if one cares about things like relations between wealth and well-

being, then if people’s ideas of wealth and well-being are at all influenced by the way words like 

wealth and well-being are used in the codes we use to communicate them, improving our 

scientific understanding of these codes can only help. In this regard, it is interesting to consider 

the degree to which we might expect the words happy, satisfied and poverty to be directly related 

to observable economic data in the first place. To take the last of these first, if we assume that 

poverty is typically used to talk about existing in a state where ones day to day basic living needs 

are not met (i.e., where one daily faces some kind of existential threat), then it seems reasonable 

to expect that the informativity of the word poverty might be expected to change as general living 

standards improve. Similarly, if we assume that people tend to be satisfied when their day to day 

basic living are met (i.e., where they are not faced with any kind of existential threat), then it also 

seems reasonable to expect that the informativity of the word satisfied might be expected to 

change as general living standards improve. 

 



 

Figure 25: the entropy of the word happy in Google ngrams from 1929-2008, plotted against the scaled log 

of the income share of the top 1% of earners20 over the same period. 

 

This then leaves us with happy, which seems to have a rather more complex relationship to 

wealth than poverty or satisfied, not least because, for example, getting a 20% pay rise might 

alleviate the poverty of a low paid worker (and increase their general satisfaction), it might not 

necessarily make them happy, especially if they learn that all of their colleagues are getting, say, 

an 80% pay rise, an analysis that seems supported by relationship between the entropy of happy 

and a common measure of relative income inequality (Figure 25; R2=.47). It is worth stressing 

again that I do not want to claim that these analyses are “right.” That isn’t the point of this 

exercise. Rather what I hope is obvious is that addressing these questions from a perspective that 

treats words as parts of information systems can cast an interesting and potentially helpful light 

on them. It can help illuminate some important factors that one might to control for if one does 

care about things like relations between wealth and well being, as many governments seem to do, 

and it raises – and allows one to even explore objectively – a very interesting question: if one 

wants to get at the answer to a complex question like the relationship between wealth and well 

being, is it better to ask people what they think (at a given point in time and a particular context), 

or to look at the way that people’s communicative behavior reflects what they think across time, 

and across contexts. 

 

                                                
20 Data from https://eml.berkeley.edu/~saez/TabFig2012prel.xls 

 



9. Conclusion 

I have described an account of how human communication works based on well-established 

theories of learning21 and communication, and have used the predictive power of this account to 

uncover and describe the way in which the cultural environment has evolved a set of remarkable 

structures to support human communication and the learning of human communicative skills; 

structures that were hitherto undiscovered. Finally, I have described how although these 

structures are largely incompatible with – and unpredicted by – contemporary linguistic theory, 

they are entirely consistent with what we know about formal theories of communication, learning 

and coding (Shannon, 1949; Ramscar et al, 2010). Given this last point, perhaps the most 

surprising aspect of these data is just how surprising most students of language and 

communication will find them to be. 

 

 

 

                                                
21 Across species learning has evolved in a way that enables individuals to respond in ways that are highly sensitive to 
information in the environment (Rescorla, 1988). Meanwhile, the development of cognitive control / selective attention 
(which allows individuals to self-direct their learning) develops very slowly in humans, such that young humans appear 
to be particularly pre-disposed to the learning of the conventions that communications systems appear to rely on 
(Ramscar & Gitcho, 2007). Taken together with the data described here, these considerations indicate that interactions 
between linguistic behavior, learning and its development within communities are capable over time of producing self-
organizing communication systems, as well as the remarkable statistical – and ontological – structures described here.   
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