
Nr. of boys 0 1 2 3 4 5 6 7 8 9 10 11 12

Nr. of families 3 24 104 286 670 1033 1343 1112 829 478 181 45 7

Example 21. The following data gives the number of male children among the first 12

children of family size 13 in 6115 families taken from hospital records in the 19th century

Saxony. The 13th child is ignored to assuage the effect of families non-randomly stopping

when a desired gender is reached. Test the null hypothesis that the gender of the babies can

be viewed as realisations of independent random variables having the same probability of a

baby boy for each family.

Hint. Let Xi stand for the number of boys in the i-th family (i ∈ {1, . . . , n}, where n stands

for the sample size). Then the counts in the table can be represented by

nk =
n∑
i=1

I{Xi = k}, k = 0, 1, . . . , 12

and the table can be viewed as a realisation of a random vector (n0, n1, . . . , n12)T that follows

multinomial distribution Mult13(n,π).

Note that under the null hypothesis Xi follows the binomial distribution, thus

πk = P(Xi = k) =

(
12

k

)
pk(1− p)12−k, k = 0, 1, . . . , 12,

where p ∈ (0, 1) is the probability of baby boy.

Thus to parametrize the problem (so that it fits into the framework of this section) put

ψ = p and get

π0 = (1− ψ)12, πk =

(
n

k

)
ψk(1− ψ)12−k + τk, k = 1, . . . , 11,

and π12 = 1−
∑11

k=0 πk. The hypotheses can now be written as

H0 : (τ1, . . . , τ11)T = 011, H1 : (τ1, . . . , τ11)T 6= 011.

Nevertheless it would take some time to derive either the Wald statistic (W ∗n) or Rao score

statistic (R∗n) as one needs to calculate the score statistic and (empirical) Fisher information

matrix.

On the other hand using (29) it is straightforward to calculate the likelihood ratio test LR∗n

as

sup
θ∈Θ

`n(θ) =

12∑
k=0

nk log
(
nk
n

)
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and

sup
θ∈Θ0

`n(θ) =
12∑
k=0

nk log π̃k, where π̃k =

(
12

k

)(
ψ̃n
)k(

1− ψ̃n
)12−k

, with ψ̃n =
12∑
k=1

k nk
12n .

By Theorem 7 the test statistic LR∗n converges under the null hypothesis to χ2-distribution

with 11 degrees of freedom.

Another approach to test the hypothesis of interest would be (to forget about the test

statistics LR∗n, W ∗n , R∗n and) to use the standard χ2-test of goodness-of-fit in multinomial

distribution with estimated parameters. The test statistics would be

X2 =

12∑
k=0

(nk − n π̃k)2

n π̃k
(30)

and under the null hypothesis it has also asymptotically χ2-distribution with 11 degrees of

freedom. In fact it can be proved∗ that the test statistic X2 given by (30) corresponds to the

test statistic of the Rao score test (R∗n) with I11(θ̃n) taken as Î 11
n .

Example 22. Breusch-Pagan test of heteroscedasticity.

Example 23. Suppose that you observe independent identically distributed random vectors

(XT
1 , Y1)T, . . . , (XT

n , Yn)T such that

P(Y1 = 1 |X1) =
exp{α+ βTX1}

1 + exp{α+XTβ1}
, P(Y1 = 0 |X1) =

1

1 + exp{α+ βTX1}
,

where the distribution of X1 = (X11, . . . , X1d)
T does not depend on the unknown parameters

α a β.

(i) Derive a test for the null hypothesis H0 : β = 0d against the alternative that H1 : β 6=
0d.

(ii) Find the confidence set for the parameter β.

Literature: Anděl (2007) Chapter 8.6, Kulich (2014), Zvára (2008) pp. 122–128.

2.7 Profile likelihood†

Let θ be divided into τ containing the first q components (1 ≤ q < p) and ψ containing the

remaining p− q components, i.e.

θ = (τT,ψT)T = (θ1, . . . , θq, θq+1, . . . , θp)
T.

∗ More precisely, it is said so in the textbooks but I have not managed to find the derivation. † Profilová

věrohodnost.
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