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Abstract
Iconic words and signs are characterized by a perceived resemblance between aspects of their form and aspects of their 
meaning. For example, in English, iconic words include peep and crash, which mimic the sounds they denote, and wiggle 
and zigzag, which mimic motion. As a semiotic property of words and signs, iconicity has been demonstrated to play a role 
in word learning, language processing, and language evolution. This paper presents the results of a large-scale norming 
study for more than 14,000 English words conducted with over 1400 American English speakers. We demonstrate the utility 
of these ratings by replicating a number of existing findings showing that iconicity ratings are related to age of acquisition, 
sensory modality, semantic neighborhood density, structural markedness, and playfulness. We discuss possible use cases 
and limitations of the rating dataset, which is made publicly available.

Keywords Sound symbolism · Arbitrariness of the sign · Ideophones · Onomatopoeia · Crossmodal correspondence · 
Lexicon

Introduction

Spoken words can sound like what they mean. This is the case 
for many onomatopoeic words that mimic qualities of sound 
such as the English words bang and hiss. Beyond sound, iconic 
words also mimic other sensory qualities, such as manner of 
movement as in the English twirl and wiggle, textures as in 
mush and crispy, visual events as in flash and twinkle, or size 
as in teeny and humongous. These words are iconic: aspects of 
their form are perceived to resemble aspects of their meaning.

Growing evidence now makes clear that iconicity is a 
foundational property of all human languages, spoken and 
signed (Dingemanse et al., 2015; Ferrara & Hodge, 2018; 
Perniss et al., 2010). Studies show that iconicity plays an 
active role in word learning (Imai & Kita, 2014; Ortega, 

2017; Perniss & Vigliocco, 2014; Perry et al., 2015, 2018, 
2021; R. L. Thompson et al., 2012), language processing 
(Bosworth & Emmorey, 2010; Sidhu et al., 2020; R. L. 
Thompson et al., 2010; Vinson et al., 2015), and language 
evolution (Ćwiek et al., 2021; Fay et al., 2014; Macuch Silva 
et al., 2020; Perlman et al., 2015; Verhoef et al., 2016).

In signed languages, iconicity is clearly evident (Cuxac, 
1993). Although its importance has been historically 
downplayed (see discussion in Wilcox, 2004), it has been 
suggested for various signed languages that as many as 
half or three-quarters of signs appear to have iconic ori-
gins (Bellugi & Klima, 1975, 1975, 1976; Emmorey, 2014; 
Pizzuto & Volterra, 2000). For spoken languages, it has 
often been assumed that iconicity is confined to a small set 
of onomatopoeias. Contrary to this view, large-scale cross-
linguistic analyses of lexicons find iconic form-meaning 
correspondences in basic vocabulary items (Blasi et al., 
2016; Johansson et al., 2019; Joo, 2020; Wichmann et al., 
2010), deictic terms (Johansson & Zlatev, 2013), color 
terms (Johansson et al., 2020), and texture words (Winter, 
Sóskuthy, et al., 2021b). Within English, iconic sound-
meaning correspondences have been established for size 
adjectives (Winter & Perlman, 2021b), touch adjectives 
(Winter, Sóskuthy, et al., 2021b), and the visual shape of 
object nouns (Sidhu et al., 2021). Thus, iconicity can be 
found in many parts of the lexicons of natural languages, 
both signed and spoken.
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Research on iconicity is characterized by methodological 
diversity (Motamedi et al., 2019), with different methods 
tapping into distinct, complementary aspects of the phenom-
enon (Dingemanse et al., 2020). The current study inves-
tigates iconicity through the lens of native speaker intui-
tions by asking raters to judge how much a word “sounds 
like what it means” (Perry et al., 2015; Winter & Perlman, 
2021a). This method was adopted from earlier studies that 
collected iconicity ratings for signed vocabularies (Grote, 
2013; Lieberth & Gamble, 1991; R. L. Thompson et al., 
2012; Vinson et al., 2008). Here, we present a new dataset 
of iconicity ratings for 14,776 English words. The ratings 
are freely available and can be downloaded in the following 
Open Science Framework (OSF) repository: https:// osf. io/ 
qvw6u/.

We start by characterizing in more detail what we mean 
by iconicity (Section 2.1), followed by a review of findings 
that have been obtained with earlier, smaller iconicity rating 
datasets (Section 2.2). Section 3 describes the methods used 
to collect and analyze the ratings. Following this, the results 
report descriptive statistics of the ratings (Section 4.1), cor-
relations with previous iconicity ratings (Section 4.2), and 
a set of replications of findings previously obtained with 
smaller iconicity rating datasets (Section 4.3). We conclude 
by discussing some limitations of the use of ratings as a 
method for the study of iconicity, as well as some key ave-
nues for further research (Section 5).

Background

Defining and measuring iconicity

Researchers generally agree that iconicity refers to a quality 
of “resemblance” between the form and meaning of a signal. 
Yet, beyond this, iconicity is a field characterized by consid-
erable diversity in basic concepts and terminology (Ahlner 
& Zlatev, 2010). Elsen (2017, p. 491) notes the lack of “a 
generally accepted definition,” and Flaksman (2017, p. 18) 
remarks that the field is “still in need of a clear, established 
terminology.”

One prominent confusion arises from the conflation 
of iconicity with systematicity. Dingemanse et al. (2015, 
p. 604) define systematicity as “a statistical relationship 
between the patterns of sound for a group of words and their 
usage,” which may, or may not, be iconic. The sequence gl-, 
for example, occurs in many different words denoting shiny 
visual things like glimmer, glitter, glitz, and glisten (Bergen, 
2004; Bolinger, 1940, 1950; Firth, 1935; Marchand, 1959). 
This particular recurrence of form and meaning, called a 
“phonestheme,” is an example of systematicity, but in this 
case, the specific way form is linked to meaning does not 
appear to be based on any recognizable resemblance. That 

is, it is not obvious how gl- could be said to be iconic in the 
sense that it “resembles” shiny visual things. In contrast, 
there are also many phonesthemes that are clearly iconic 
(Käsmann, 1992; Kwon, 2017; Kwon & Round, 2015), 
such as cl-, found in the onset of some onomatopoeias (e.g., 
click, clonk, clack), in which it mimics the abrupt onset of 
the sound to which it refers (Rhodes, 1994). Thus, phones-
themes nicely exemplify how systematicity is orthogonal to 
iconicity (Nielsen & Dingemanse, 2020; Nölle et al., 2018): 
systematic form-meaning correspondences in the lexicon 
can be iconic or non-iconic.

Systematicity is a quantitatively verifiable property of the 
lexicon of a language that is typically studied by performing 
statistical investigations of form-meaning mappings across 
a large number of vocabulary items (Monaghan et al., 2014; 
Sidhu et al., 2021; Winter, Sóskuthy, et al., 2021b; Winter 
& Perlman, 2021b). In contrast to this, iconicity is often 
characterized as fundamentally subjective and dependent 
on interpretative processes, as is the case in signed lan-
guage research (Cuxac, 1993; Wilcox, 2004), where it has 
been stated that iconicity is in “in the eye of the beholder” 
(Occhino et al., 2017). Several spoken language linguists 
(Jakobson & Waugh, 1979; Waugh, 1993, p. 73; Diffloth, 
1994; Nuckolls, 2000) and literature scholars (Bredin, 1996; 
Hrushovski, 1980) too have emphasized the fluid and subjec-
tive nature of iconicity.

The idea that iconicity is subjective is supported by 
experimental studies demonstrating that the perception 
of iconicity varies as a function of individuals, tasks, and 
context. In signed languages, experiments have shown that 
the same sign has different iconic associations for different 
individuals (Occhino et al., 2017; Sehyr & Emmorey, 2019). 
For spoken languages, context dependence is demonstrated 
by experiments which show that the same speech sound can 
be perceived to resemble many different meanings depend-
ing on the task in which they are interpreted (French, 1977; 
Lockwood & Dingemanse, 2015; Winter et al., 2019). For 
example, the high-front vowel /i/ can be mentally associ-
ated not only with small size (Haynie et al., 2014; New-
man, 1933; Sapir, 1929; Winter & Perlman, 2021b), but 
also with bitterness (Bankieris & Simner, 2014), angular 
shapes (O’Boyle & Tarte, 1980; Tarte, 1974), and brightness 
(Marks, 1974, 1982, 1989; Newman, 1933).

Heise (1966) described this aspect of iconicity as the 
“polysemy” of iconic meanings; Werner and Kaplan (1963) 
call it “plurisignificance” (see also Sidhu & Pexman, 
2018a), and we have called it “pluripotentiality” (Winter 
et al., 2019, 2021a). What /i/ and other sounds “mean” then 
is not invariable and static. The same way that different 
tasks can tap into different iconic associations of the same 
sound, words provide a semantic context that restricts pluri-
potentiality, narrowing down the range of latent iconic asso-
ciations. For example, the phoneme /i/ is associated with 

https://osf.io/qvw6u/
https://osf.io/qvw6u/
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angularity when embedded in pseudowords like kiki in the 
context of a psycholinguistics experiment (Bremner et al., 
2013; Köhler, 1929; Ramachandran & Hubbard, 2001), but 
with small size when occurring in English words such as 
teeny and meagre (Winter & Perlman, 2021b). Orr (1944, p. 
2) already noted that “it is the words and their setting which 
awaken the expressive possibilities latent in the sounds, and 
not the sounds which confer expressiveness to the words.”

Taken together, our review of the literature leads us to 
define iconicity as follows:

A signal in any medium or modality, such as a word, 
sign, or gesture, is iconic to the extent that language 
users produce or perceive it through a sense of resem-
blance between some aspect of its form and some 
aspect of its meaning.

The distinct components of this definition are worth 
unpacking. First, our definition recognizes that iconicity is a 
modality-independent notion (Perniss et al., 2010). Second, 
the definition refers to a perceived resemblance in line with the 
subjective and interpretative nature of iconicity (Occhino et al., 
2017; Wilcox, 2004). From this also follows a graded notion 
of iconicity, as we can perceive a form to be more or less simi-
lar to its meaning (Waugh, 1993, 1994). Third, the definition 
speaks of some aspect of form and some aspect of meaning, 
thereby recognizing that iconicity is always selective (Clark & 
Gerrig, 1990; Hassemer & Winter, 2018), i.e., iconic expres-
sions always partial out specific sub-aspects of a phenomenon; 
words or signs don’t mimic meanings in their totality.

How does the idea that iconicity is a subjective process 
of construal relate to research that investigates observable 
patterns of iconicity in the lexicon, such as the association 
between particular phonemes and particular meanings in the 
world’s languages (Blasi et al., 2016; Johansson et al., 2019; 
Joo, 2020)? We think of these externally visible manifesta-
tions of iconicity as the imprint that people’s iconic intuitions 
leave on the lexicon (cf. Taylor & Taylor, 1965). If enough 
people, for example, share the intuition that high-front vowels 
sound “small” (Huang et al., 1969; Knoeferle et al., 2017; 
Newman, 1933; Sapir, 1929), these shared intuitions can 
become manifested as statistical regularities in the lexicon, 
such as English size adjectives referring to smallness being 
more likely to feature high-front vowels (e.g., tiny, meagre, 
little, itsy-bitsy, mini, see Winter & Perlman, 2021b). Such 
clusters of systematicity within the lexicon emerge because 
iconic intuitions have the power to shape the cultural evo-
lution of the lexicon (Johansson et al., 2021; Vinson et al., 
2021). Likewise, when iconic intuitions are shared across 
speakers or signers from different cultural backgrounds, 
universal patterns of form-meaning association emerge that 
can be captured via typological studies (Blasi et al., 2016; 
Haynie et al., 2014; Johansson et al., 2019, 2020; Johansson 
& Zlatev, 2013; Joo, 2020; Winter, Sóskuthy, et al., 2021b).

Iconicity ratings

Several recent studies have measured the iconicity of words 
and signs by asking language users to rate them for how 
iconic they perceive them to be (Hinojosa et al., 2020; Mota-
medi et al., 2019; Perry et al., 2015; A. L. Thompson et al., 
2020; Vinson et al., 2008; Winter & Perlman, 2021a). As 
this measure relies on the intuitions of language users, ico-
nicity ratings, more than other methods, tap into the sub-
jective dimension of the phenomenon, the extent to which 
language users think linguistic forms resemble their mean-
ings. Large iconicity rating studies have been conducted for 
signed languages, including British Sign Language (BSL, 
Vinson et al., 2008) and American Sign Language (ASL, 
Caselli et al., 2017), and also in spoken languages, includ-
ing English (Perry et al., 2015, 2018; Winter et al., 2017), 
Spanish (Hinojosa et al., 2020), and Japanese (A. L. Thomp-
son et al., 2020). These studies have produced a number of 
findings for both signed and spoken languages, reviewed in 
Winter and Perlman (2021a), that we aim to replicate here 
for English.

First, for English, ASL and BSL, it has been shown that 
iconicity is higher for early learned words and signs (Caselli 
& Pyers, 2017; Massaro & Perlman, 2017; Perry et al., 2015, 
2018; R. L. Thompson et al., 2012; Vinson et al., 2008), 
in line with the idea that iconicity may be helpful in word 
learning (Yoshida, 2004; Imai & Kita, 2014; Ortega, 2017; 
Nielsen & Dingemanse, 2020). Second, iconicity ratings in 
English, Spanish, and ASL correlate with sensory experi-
ence ratings (Hinojosa et al., 2020; Perlman et al., 2018; 
Sidhu & Pexman, 2018b; Winter et al., 2017), i.e., concrete, 
perceptual concepts are more prone to being expressed icon-
ically than abstract ones devoid of perceptual content (see 
also Lupyan & Winter, 2018).

Third, iconicity ratings in English correlate with funni-
ness ratings (Dingemanse & Thompson, 2020); for exam-
ple, English words such as smooch, waddle, pop, oink, and 
zigzag are rated to be both iconic and funny. Fourth, in 
English but not ASL, iconicity ratings are anticorrelated 
with the density of semantic neighborhoods (Sidhu &  
Pexman, 2018b; B. Thompson et al., 2020), which is gen-
erally explained as a result of ambiguity avoidance: if ico-
nicity is associated with a cluster of systematicity in the 
lexicon, words or signs with similar meanings will tend 
to have similar forms, potentially leading to confusion 
(Gasser, 2004; Monaghan et al., 2012; B. Thompson et al., 
2020). ASL may be an exception to this pattern because 
there are more degrees of freedom for iconic expression, 
which may help to reduce overlap in forms for words with 
similar meanings (B. Thompson et al., 2020).

Fifth, English iconicity ratings correlate with measures 
of structural markedness (Dingemanse & Thompson, 2020), 
which means that iconic words stand out from other words. 
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This has been shown in terms of (a) the presence or absence 
of complex onsets, which are more likely to occur in iconic 
words (e.g., bleep, crunch, flap, flick, prick, sniff), and (b) log 
letter frequency, a coarse indicator of orthographic improb-
ability. Sixth, it has been found that English iconicity ratings 
are negatively correlated with word frequency when these 
word frequencies are taken from adult corpora (Perry et al., 
2015), but not when they are taken from child-directed speech 
(Perry et al., 2018). That is, there is an empirically demon-
strated tendency for adults to use iconic words less often, but 
to use them more often when talking to young children acquir-
ing language. Seventh and finally, iconicity ratings in English, 
Spanish, and Japanese differ across different parts of speech 
(Hinojosa et al., 2020; Perry et al., 2015, 2018; Winter et al., 
2017). While there is some cross-linguistic variation about the 
overall ranking of different parts of speech, onomatopoeias 
and interjections generally receive higher ratings than verbs 
and adjectives, with nouns generally being rated least iconic.

In this paper, we use a much more extensive set of 
English iconicity ratings to replicate these findings in one 
simultaneous analysis. Besides expanding the scope of the 
words covered, thereby leading to more general results, 
this is the first time all of these measures are combined 
in a single analysis, which means that we are now in a 
position to demonstrate that these results hold when con-
trolling for each other. These iconicity ratings also have 
uses beyond correlation studies with other rating scales. 
For example, iconicity ratings can aid in the selection of 
stimuli for psycholinguistic experiments on iconicity (e.g., 
Sidhu et al., 2020), or for the analysis of texts and dis-
course (Green & Perlman, 2022; Sidhu et al., 2022).

Methodology

Word list construction

Our list of English words was compiled with several criteria 
in mind. Specifically, we wanted to include (1) as many use-
ful words as possible, i.e., words that would likely feature in 
experiments, and that are used fairly commonly in conversa-
tion and writing, (2) words that overlapped with many dif-
ferent existing databases and show sufficient spread in terms 
of lexical variables of common interest (e.g., concreteness, 
frequency etc.), and (3) words that are known by a sufficiently 
high proportion of English speakers. We started by taking all 
the monomorphemic and bimorphemic words of the English 
Lexicon Project (Balota et al., 2007). We then added words 
trying to maximize overlap with funniness ratings (Engelthaler 
& Hills, 2018), perceptual attribute ratings (Amsel et al., 2012; 
Medler et al., 2005), and touch ratings (Stadtlander & Mur-
doch, 2000) with consideration to planned future projects for 
which these additional rating scales are important. The word 

list also included the English glosses of the American Sign 
Language Lexicon (ASL-LEX) (Caselli et al., 2017), a long 
list of words containing phonesthemes (taken from Hutchins, 
1998), a selection of words categorized as mass and count 
nouns (Kiss et al., 2016), and a list of verbs categorized for 
different lexical classes from Levin (1993). In addition, we 
included all the words from the earlier iconicity rating stud-
ies by Perry et al. (2018) and Winter et al. (2017) to facilitate 
comparison. The list was topped off with the 5% most and 
least concrete words based on the norms of Brysbaert et al. 
(2014), as well as the 15% most and least positive words from 
the emotional valence norms of Warriner et al. (2013). The 
final word list presented to participants included 15,394 words.

Participants

The final dataset (see below for exclusion criteria) 
included 1419 American English speakers (mean 
age = 30, SD = 14, range = 18–88; 95.7% native English 
speakers, 51.8% female, 41.0% male, 0.5% other, 6.8% 
unreported) recruited via Amazon Mechanical Turk (55%) 
and the University of Wisconsin (UW)-Madison Psychol-
ogy participant pool (43%). Participants recruited online 
were reimbursed $0.60 USD for rating 50 words and had 
the option to complete 1–2 additional 50-word lists for 
additional payment, a maximum of $1.90 for rating 150 
words. Participants recruited from the UW-Madison par-
ticipant pool were asked to rate 150 words in exchange 
for commensurate course credit.

Instructions

Participants were presented with words one at a time and 
asked to indicate how much they thought each word “sounds 
like” its meaning. They were asked to say the word out loud 
to themselves, and to think about its meaning. The instruc-
tions for our previous iconicity ratings (Perry et al., 2018; 
Winter et  al., 2017) were modeled after Vinson et  al.’s 
(2008) iconicity ratings for BSL: We gave examples of high- 
or low-iconicity words because the concept of iconicity is 
not necessarily known by laypeople (although people are 
generally familiar with iconic phenomena like onomatopoeia 
and pantomime). We followed this approach by giving three 
examples each of words with low, medium, and high iconic-
ity taken from our previous iconicity rating dataset (Perry 
et al., 2018; Winter et al., 2017). As critics of iconicity rat-
ings have claimed that participants’ ratings may be unduly 
influenced by onomatopoeias (A. L. Thompson et al., 2020), 
we selected examples not only of highly iconic words that 
include onomatopoeias (screech), but also of highly iconic 
words that are not as strongly tied to sound alone (twirl and 
ooze). The exact instructions and a sample trial are included 
in Appendix A.
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Rating scale

We used a seven-point rating scale anchored at (1) “Not iconic 
at all” and (7) “Very iconic.” The iconicity ratings we used in 
previous studies (Perry et al., 2015, 2018; Winter et al., 2017) 
used a scale ranging from −5 (“sounds like the opposite of what 
it means”) to +5 (“sounds like what it means”), placing arbitrar-
iness at the center of the scale at 0 (“does not sound like what 
it means or the opposite”). Here, we dispensed of the opposite 
end of the scale for several reasons. First, Perry et al. (2015) and 
Winter et al. (2017) already showed that the anti-iconic end of 
the scale is used relatively little by participants, and Motamedi 
et al. (2019) observed that the lower end of the scale is used less 
consistently by participants as well (p. 197); it appears that par-
ticipants do not have a clearly defined concept of what it means 
for a word to sound like the opposite of its meaning. For this 
reason, some studies that have used the previous English iconic-
ity ratings have chosen to exclude words with negative iconicity 
ratings (cf. Sidhu & Pexman, 2018b). Second, our move away 
from using the negative end of the scale is also consistent with 
newer iconicity rating studies, such as Hinojosa et al. (2020) 
for Spanish, which employed a 1–7 Likert scale. Finally, using 
a 1–7 rather than a −5 to +5 scale makes our iconicity ratings 
more comparable to most other common rating scales used in 
large-scale norming studies (Brysbaert et al., 2014; Lynott et al., 
2019; Warriner et al., 2013).

Procedure

Figure 1 shows a screenshot of a trial. Participants were 
given an option to skip a word if they did not know its mean-
ing or pronunciation.

The rating task was implemented in jsPsych (De Leeuw, 
2015) and deployed using Node.js in several rounds of data 
collection between 4/1/2020 and 9/1/2021, with additional data 
collection after review completed on 9/11/2022. We completed 

data collection until we reached at least 10 data points per word 
after exclusions (see below). The 10-ratings per word criterion 
was chosen following the recommendation of Motamedi et al. 
(2019), who show that the average iconicity rating of a word 
mostly stabilizes with about ~10 ratings, with increasing par-
ticipant numbers yielding diminishing returns.

Data cleaning

Although the data quality of Amazon Mechanical Turk has 
been independently validated many times for a wide range 
of behavioral findings (e.g., Rouse, 2015; Sprouse, 2011), 
there are well-known issues with crowdsourced data. We 
took several steps to maximize overall data quality. Table 1 
details all the exclusions we undertook, and how many data 
points were excluded because of each criterion.

Response times

The average response time was M = 3847 ms (SD = 61,054 
ms). We excluded response times faster than 500 ms. This 
threshold was chosen as it would be nearly impossible for 
participants to perform visual word recognition, make a 
comparative judgment involving deep processing of both 
phonology and semantics, and produce a keyboard/mouse 
response within this time span. Initial explorations also 
showed that response times below 500 ms were associated 
with people who disproportionately gave the same response 
(“straightliners”), suggesting that these data points are 
suspect. This lower threshold for response times led to the 
exclusion of 3901 trials (2.2% of total trials).

Straightliners

Some survey respondents attempted to save time by giving iden-
tical or nearly identical responses to several survey items in a 

Fig. 1  An example trial as presented to raters
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row (Y. Kim et al., 2019; Zhang & Conrad, 2014). We excluded 
16 participants because more than 80% of their responses were 
the same value. Graphical exploration of straightlining as a 
function of response times also revealed that people who dis-
proportionately gave the same response had unreasonably low 
average response times (see online repository).

Correlation with item averages

Following Warriner et al. (2013), we correlated each partici-
pant’s individual ratings with the by-item averages from the 
remaining ratings. On average, participants were moderately 
well correlated with the averages for the items to which they 
responded (average Pearson’s r = 0.44, SD = 0.19). 70 par-
ticipants who had low or negative correlations with the item 
averages (Pearson’s r < 0.1) were excluded.

Word knowledge

We excluded 618 words that were known by less than 80% 
of our participants, which included rare and obscure words 
such as asbestos, bullion, vitrify, persiflage, and knave.

Number of ratings

After several rounds of data collection, there were 95 words 
which failed to reach the 10-rating threshold due to a mixture of 
randomization and participants choosing the “I don’t know the 
meaning or the pronunciation of this word” option. Average rat-
ings for these words are not included in the final dataset, follow-
ing the 10-rating threshold described by Motamedi et al. (2019).

Taken together, our exclusion criteria removed 20,871 
individual ratings (11.5% of the original data). The remaining 
dataset is based on 161,057 individual ratings and includes 
14,776 unique words. The file that contains the iconicity rating 
averages for each word (“iconicity_ratings_cleaned.csv”) can 
be found in the OSF repository: https:// osf. io/ qvw6u/, together 
with the raw data before any exclusions (“iconicity_ratings_
raw.csv”). We advise researchers to use the cleaned dataset.

Reliability analyses

We assessed the reliability of the remaining ratings (after 
exclusion) using intraclass correlation coefficients (ICCs) 
implemented in the psych package version 2.1.9 (Revelle, 
2021). The reliability of individual ratings was quite low 
(ICC2 = 0.13, 95% CI = 0.12–.13). Due to scale boundary 
effects, words with extreme ratings will tend to have less 
variation across raters, as has been discussed in the con-
text of concreteness ratings (Pollock, 2018). Indeed, reli-
ability for the iconicity ratings was higher for words out-
side the middle range by including only words with mean 
ratings of ≤ 3.5 or ≥ 4.5. Reliability was indeed higher 
for these more extreme iconicity ratings (ICC2 = 0.21, 
95% CI = .21–.22), and increased further when examin-
ing only words outside the 3.25–4.75 range (ICC2 = .28, 
95% CI = 0.28–0.29).

The above ICCs are measures of reliability of individual 
raters. These analyses show that individual raters vary con-
siderably. However, because our dataset concerns average 
iconicity ratings, the more relevant reliability estimate is of 
a word’s average rating. This is captured by the ICC2k meas-
ure which reflects the reliability of the group of raters (Shrout 
& Fleiss, 1979). ICC2k was 0.99, 95% CI=.99–.99 when the 
analysis included all words. It was within a rounding error of 
1.0 for the 9282 words outside of the middle range.

To put these reliability estimates in perspective, we com-
puted individual and average ratings for the widely used 
concreteness norms (Brysbaert et al., 2014). Reliability of 
individual estimates (ICC2) was 0.39, 95% CI = .38–.39 
and increased to 0.51, 95% CI = .51–.52 when including the 
43,935 with mean concreteness ratings ≤ 2.5 or ≥ 3.5 on a 
five-point scale. The ICC of the averaged rating (ICC2k) was 
within rounding error of 1.1

Table 1  Applied exclusion  criteria1

1 We additionally excluded data from people who began the task, but withdrew before completing at least 40 trials

Criterion What’s excluded Excluded when Number 
excluded

Attention checks Participant Failed ≥2 attention checks 112
Response times Response RT < 500 ms 3901
Straightlining Participant Participants making more than 80% same responses 16
Correlation with item averages Participant Participant’s correlation with item averages was below Pearson’s r < 0.1 70
Word knowledge Word Known by less than 80% of all participants 618
Number of ratings Word Fewer than 10 ratings per word 95

1 It is not inevitable that large enough groups of raters lead to ICC2k 
estimates of near 1. Random ratings predictably lead to averaged 
ICCs of 0. Adding increasing amounts of noise to the recorded rat-
ings progressively lowers the ICC2k.

https://osf.io/qvw6u/
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Statistical analyses

All statistical analyses were conducted with R version 4.1.1 
(R Core Team, 2019) and the “tidyverse” package 1.3.1 
(Wickham et al., 2019) for data processing. Throughout the 
analysis, we use Bayesian regression models implemented 
with the “brms” package 2.16.2 (Bürkner, 2017).

Our main statistical model (Section 4.3) attempts to 
replicate results from four previous studies (Dingemanse 
& Thompson, 2020; Perry et al., 2018; Sidhu & Pexman, 
2018b; Winter et al., 2017) in a single simultaneous regres-
sion analysis. For this, we regressed iconicity ratings on con-
creteness ratings (Brysbaert et al., 2014), sensory experience 
ratings (Juhasz & Yap, 2013), age-of-acquisition ratings 
(Kuperman et al., 2012), SUBTLEX corpus log frequencies 
(Brysbaert & New, 2009), funniness ratings (Engelthaler & 
Hills, 2018), log letter frequency as an indicator of structural 
markedness (following Dingemanse & Thompson, 2020), 
and average radius of co-occurrence (ARC, Shaoul & West-
bury, 2010), a measure of semantic neighborhood density 
shown to correlate with rated iconicity (Sidhu & Pexman, 
2018b). The only categorical predictor in this analysis was 
part-of-speech (POS, Brysbaert et al., 2012).

For this model, we standardized all continuous predictors, 
which facilitated using the same weakly informative prior on 
all slope coefficients, for which we chose a normal distribu-
tion centered at zero with SD = 0.25. This prior assumes that 
68% of all slope coefficients would fall in between −0.5 and 
+0.5 average ratings, and 95% of all slope coefficients fall 
in between −1 and +1. We chose this specific prior based 
on the largest effect observed in Winter et al. (2017), which, 
although using a different scale, is the most comparable 
analysis to what we report here. Due to it being centered at 
zero, the Normal(0, 0.25) prior on slope coefficients intro-
duces “mild skepticism” into the model (McElreath, 2020), 
i.e., slightly biasing all coefficients towards zero. While it 
would be possible to come up with more specific priors for 
particular coefficients based on previous research, this would 
go against our goal of being able to compare the relative 
strength of each variable, as given by the new dataset. In 
addition, more specific priors for particular variables are 
hard to implement given that previous studies using the Eng-
lish ratings used a different scale (−5 to +5, rather than 1–7). 
We therefore decided to use the same prior for all slope coef-
ficients. For the standard deviation, we chose a Normal+(0, 
0.5) prior; for the intercept, we chose a prior focused at the 
midpoint of our scale: Normal(4, 0.5).

Throughout the paper, we analyze item averages. 
Although this hides by-subject variation from the model, it 
is consistent with how rating studies are generally analyzed 
(e.g., Brysbaert et al., 2014; Kuperman, 2015; Warriner 
et al., 2013; Warriner & Kuperman, 2015). We do, however, 
incorporate variation across raters in a different way. Pollock 

(2018) emphasized that analyses of rating scales need to take 
the standard deviations across ratings into account. In all 
analyses below, words with low standard deviations (indi-
cating more agreement between raters) contribute more to 
our overall results than words with high standard deviations. 
We achieve this by using the standard deviations (across 
raters for each word) as regression weights, which has also 
been shown to be effective for concreteness ratings, where 
models with regression weights penalizing high-SD words 
lead to higher model fit (Strik Lievers et al., 2021). Standard 
deviations were first rescaled so that 0 indicates the maxi-
mal standard deviation and 1 indicates the lowest standard 
deviation in the dataset. We subsequently renormalized these 
weights to have a mean of 1 (Gelman et al., 2020, p. 148).

As the item averages are reasonably well described by a 
normal distribution (see Fig. 1a, below) we used a normal 
likelihood in all models below. Posterior predictive checks 
show that this is a reasonable assumption, although the 
model cannot simulate all patterns in the data. All models 
were estimated via Markov chain Monte Carlo (MCMC) 
with four chains (4000 iterations, 2000 warm-up). There 
were no divergent transitions and all chains mixed well 
(Rhat = 1.0 for all models). Analysis data and code can be 
found in the OSF repository: https:// osf. io/ qvw6u/.

Results

Overview and descriptive statistics

Table 2 shows the 10 most and least iconic words in the data-
set, together with the corresponding item means and stand-
ard deviations. The most iconic words include onomatopoeia 
such as oomph, clunk, and purr. Non-onomatopoeic exam-
ples of words with high iconicity ratings include wiggle, 
wobbly, puffy, crispy, zap, wring, crumbly, yucky, squash, 
cheesy, sniff, whiff, stink, and gloom.

Table 2  The 10 most and least iconic words for this dataset

Most iconic Mean SD Least iconic Mean SD

oomph 6.9 0.29 how 1.3 0.95
swish 6.9 0.30 if 1.3 0.48
wiggle 6.9 0.32 partial 1.3 0.68
clunk 6.8 0.42 are 1.4 0.67
creak 6.8 0.63 gnome 1.4 0.84
purr 6.8 0.42 rugby 1.4 0.97
sigh 6.8 0.42 shape 1.4 0.90
squeak 6.8 0.42 cerebellum 1.5 0.97
woof 6.8 0.63 incorruption 1.5 0.67
bang 6.8 0.45 ordain 1.5 0.70

https://osf.io/qvw6u/
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The average iconicity rating was close to the middle of 
the 1-to-7 scale, with M = 3.8 (SD = 0.9). Figure 2a shows 
the distribution of iconicity ratings with a superimposed 
normal distribution with the same mean and SD. As can be 
seen in the figure, there were very few words with extremely 
low or extremely high iconicity ratings. Words with iconic-
ity ratings in the middle of the scale had higher standard 
deviations (Fig. 2b). Not surprisingly, raters agreed more 
with each other for words at the ends of the scale; see also 
Pollock (2018).

Correlation with existing iconicity rating datasets

To establish continuity with past research using iconicity 
ratings, we correlated our new ratings with ratings taken 
from prior studies. Perry et al. (2015) focused on 592 words 
that were rated for iconicity based on their written (experi-
ment 1) or spoken form (experiment 2). Our ratings cor-
related with the written ratings from Perry et al. (2015), 
r = 0.55, 95% confidence interval: [0.49, 0.60]. They also 
correlated with the spoken ratings from that study, but less 
so, r = 0.48, 95% CI: [0.42, 0.54]. The correlation was higher 
still (r = 0.63 [0.60, 0.65]) with the iconicity ratings for 3000 
English words from Perry et al. (2018) and Winter et al. 
(2017) (written presentation format only). One factor that 
may have lowered correlations in these comparisons is the 
fact that we used a different rating scale in our new study.

Dingemanse and Thompson (2020) used distributional 
semantics to impute iconicity values for words for which 
no ratings were available. We found a moderate correlation 
between our new ratings with the imputed ones, r = 0.50 
[0.49, 0.52]. This correlation between contextually inferred 
iconicity and our new iconicity ratings is theoretically inter-
esting in its own right, as it shows that words of similar 
iconicity levels have similar distributional profiles in corpora 
and thereby shared semantic properties.

Replication of previous findings with iconicity rating 
datasets

In this section, we replicate the previous findings obtained with 
smaller iconicity rating datasets reviewed in Section 2.2 (see 
also Winter & Perlman, 2021a). The full model (with regres-
sion weights) described 29% of the variance, which is larger 
than the variance described by the model without regression 
weights (24%). On top of the conceptual considerations detailed 
in Pollock (2018) and above, this difference in model fit alone 
demonstrates the utility of incorporating standard deviations as 
regression weights (see also Strik Lievers et al., 2021).

Figure 3 shows all standardized coefficients with their 
95% credible intervals at a glance. This figure excludes the 
categorical POS predictor, discussed below.

Humor/funniness ratings from Engelthaler and Hills 
(2018) were positively associated with iconicity ratings (pos-
terior mean: +0.15, SE = 0.02), with a 95% credible interval 
that was far away from zero: [0.11, 0.18], thereby replicating 
Dingemanse and Thompson (2020).

Iconicity ratings were also correlated with sensory expe-
rience ratings from Juhasz and Yap (2013), with a coeffi-
cient (+0.12, SE = 0.02) that also does not overlap with zero: 
[0.09, 0.16], thereby replicating Winter et al. (2017) and 
Sidhu and Pexman (2018b). There was, however, a negative 
correlation with the concreteness ratings from Brysbaert 
et al. (2014): −0.13, SE = 0.02, [−0.17, −0.08], with more 
abstract words also being rated as more iconic. We discuss 
this somewhat counterintuitive finding in more detail below.2

Fig. 2  (a) A kernel density plot of the distribution of average ratings; the dashed line indicates a normal distribution with the same mean and 
standard deviation; (b) standard deviations across raters (y-axis) as a function of average rating (x-axis), following Pollock (2018)

2 This result is likely not driven by collinearity between sensory 
experience ratings and concreteness ratings. Variance inflation factors 
computed with the “car” package version 3.0.11 (Fox & Weisberg, 
2018) suggest that there is little collinearity (all VIFs < 2). Moreover, 
dropping sensory experience ratings does not invert the sign, and nei-
ther does dropping any other predictor (e.g., frequency, AOA).
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As was also found by Sidhu and Pexman (2018b) for the 
previous ratings, the new iconicity ratings correlate nega-
tively with semantic neighborhood density as measured by 
ARC (−0.22, SE = 0.03, 95% interval of coefficient: [−0.27, 
−0.16]). However, we failed to replicate the interaction they 
report between ARC and sensory experience ratings (~0.0, 
SE = 0.02, 95% interval: [−0.03, +0.04]).

Iconicity ratings correlated negatively with age-of-
acquisition ratings from Kuperman et al. (2012) (−0.27, 
SE = 0.02, 95% interval: [−0.31, −0.22])—a replication of 
Perry et al.’s (2018) finding that earlier-learned words tend 
to be more iconic.

Iconicity ratings were also negatively correlated with 
(log-transformed) letter frequency (−0.15, SE = 0.01, 95% 
interval: [−0.18, −0.13]). As discussed above, this is a 
coarse indicator of a word’s orthographic probability that 
was previously used by Dingemanse and Thompson (2020) 
as a proxy for structural markedness.

Finally, words rated high in iconicity were less frequent on 
average (−0.15, SE = 0.03, 95% interval: [−0.22, −0.08]), as 
has been found in several previous studies for word frequency 
data from adult speakers (Perry et al., 2015, 2018; Winter 
et al., 2017).

Table 3 shows the descriptive averages for all parts of 
speech, which replicates the basic pattern established in 
previous iconicity rating studies on English (Perry et al., 
2015, 2018; Winter et al., 2017). As can be seen in the 
table, interjections had the highest rated iconicity. It is 
worth noting that this relatively small group includes ono-
matopoeic interjections (e.g., pop, quack, wham, blah) but 

also interjections that depict emotional vocalizations (e.g., 
yuck, ouch, ugh). Verbs were higher in rated iconicity than 
nouns, with adjectives assuming an intermediate position. 
Adverbs (which largely include words with grammatical 
or discursive functions) and function words were lowest in 
rated iconicity, consistent with the observation that these 
word classes generally do not encode sensory perceptions 
and are also on average very abstract (Strik Lievers et al., 
2021). To perform an omnibus test for the multi-level POS 
predictor, we performed leave-one-out cross-validation 
(LOO-CV), which indicated that the model without the 
POS predictor performed reliably worse in terms of pre-
dictive accuracy (elpd_diff = −73.4, SE = 14.5) than the 
model with this predictor. When the POS predictor was 
dropped from the model, the described variance of the 
overall model dropped from 29% to 26%.

Fig. 3  Coefficients and their associated 95% Bayesian credible intervals for all continuous predictors in the main multiple regression analysis 
(which also includes the categorical part-of-speech predictor, not shown here)

Table 3  Iconicity rating means and standard deviations for each Eng-
lish part-of-speech (787 words not classified according to SUBTLEX 
POS tags)

Lexical category N Mean SD

Interjection 41 5.34 1.17
Verb 2770 3.97 0.95
Adjective 3054 3.79 0.87
Noun 7722 3.75 0.85
Adverb 218 3.35 0.85
Function words 184 3.20 0.79
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Discussion

Summary of findings

We collected iconicity ratings from English speakers for 
more than 14,000 English words. With the exception of the 
interaction between semantic neighborhood density and 
sensory experience ratings reported in Sidhu and Pexman 
(2018b), all major results from previous rating studies repli-
cated with the new norms (see Winter and Perlman 2021a for 
a review). In summary, we found that iconicity ratings were 
highest for sensory words (Sidhu & Pexman, 2018b; Win-
ter et al., 2017), early acquired words (Perry et al., 2018), 
words that occupy sparse semantic neighborhoods (Sidhu 
& Pexman, 2018b), and words that are structurally marked 
and playful in nature (Dingemanse & Thompson, 2020). We 
also found that English interjections and verbs had higher 
iconicity ratings than adjectives, nouns, adverbs, and func-
tion words (Perry et al., 2015).

As was found previously, there also was a negative corre-
lation between iconicity ratings and the concreteness ratings 
from Brysbaert et al. (2014). This finding is in need of some 
explanation, as it could be seen as superficially contradict-
ing Lupyan and Winter’s (2018) claim that abstract concepts 
are hard to express iconically. For the older iconicity rating 
dataset, Winter et al. (2017) already found that sensory expe-
rience ratings from Juhasz and Yap (2013) are more strongly 
associated with iconicity ratings than concreteness ratings. 
Several researchers have criticized the construct validity of 
concreteness ratings based on multiple arguments (Connell & 
Lynott, 2012; Löhr, 2021; Strik Lievers et al., 2021; Winter, 
2022). In particular, Connell and Lynott (2012) suggest that 
the concreteness ratings may be biased towards visual expe-
rience at the expense of other ways in which a concept can 
be accessible to the senses. Connected to this, Winter et al. 
(2017) found that highly visual concepts are, on average, not 
prone to iconic expression, perhaps due to the fact that many 
purely visual concepts such as color are hard to express iconi-
cally via speech alone. Another reason for iconicity ratings 
being negatively correlated with concreteness ratings may 
have to do with the fact that many abstract concepts receive 
high auditory ratings in sensory modality rating studies 
(Lynott et al., 2019; Lynott & Connell, 2013), with audition 
being one of the most iconic modalities for spoken languages 
(Perlman et al., 2018; Winter et al., 2017). For these com-
bined reasons, when concreteness ratings are entered into a 
model together with sensory experience ratings, it actually 
comes as no surprise that concreteness is negatively associ-
ated with iconicity when sensory experience is held constant.

These replications expand on previous findings in two 
important ways. First, by covering far more words than previ-
ous studies, we are able to put the existing findings on a firmer 
quantitative footing and achieve more generalizable results. 

We are also able to show that previous results hold even when 
a different scale is used. Second, in the new analysis we were 
able to add all predictors simultaneously in the same regression 
model, something that is made possible by having more data 
for all predictors. Thus, our analysis demonstrates that results 
obtained by the individual studies (Dingemanse & Thomp-
son, 2020; Perry et al., 2015, 2018; Sidhu & Pexman, 2018b; 
Winter et al., 2017) hold even when additional predictors are 
held constant. For example, words rated high in iconicity have 
low rated age of acquisition even when controlling for sensory 
experience, playfulness, structural markedness, etc. Taken 
together, these correlations make a strong case for the construct 
validity of the iconicity ratings (Winter & Perlman, 2021a), as 
this pattern of correlations is exactly what we would expect to 
see if the rating scale was actually measuring iconicity.

It is also worth highlighting that our replication study 
also expands on previous analyses by incorporating standard 
deviations. The fact that this is theoretically motivated (cf. 
Pollock, 2018) and also improved the fit of the model makes 
an important methodological point. Given that agreement 
between raters is not equal across the rating scale, analy-
ses of iconicity ratings should take standard deviations into 
account. Notably, the use of standard deviations as regres-
sion weights has also been shown to increase model fit for 
other rating scales, such as concreteness ratings (Strik Liev-
ers et al., 2021). Regression weights provide an easy way of 
incorporating disagreement between one’s raters into one’s 
analysis, and researchers using our iconicity ratings should 
consider this approach.

Correspondences with ideophone research

How do our findings for English words compare to other 
spoken languages? In this section, we draw an explicit con-
nection between our findings in English and other lines of 
research focused on languages with large sets of explicitly 
imitative words, variously called “ideophones,” “mimetics,” 
or “expressives” (Akita & Pardeshi, 2019; Dingemanse, 
2019;  Voeltz & Kilian-Hatz, 2001). For example, Japanese 
is reported to have thousands of ideophones such as sarasara 
(for smooth surfaces), pikapika (for bright and shiny sensa-
tions), or zukizuki (for throbbing pain). These depictive words 
often stand out from other words of a language by virtue of 
having unusual (i.e., “marked”) phonological, morphologi-
cal, or syntactic patterns (Akita, 2009; Childs, 1994; Voeltz 
& Kilian-Hatz, 2001), and they often have a performative 
quality and tend to be associated with co-speech gestures 
(Nuckolls, 2020). Iconicity ratings of Japanese vocabulary 
confirm that native Japanese speakers judge ideophones to be 
more iconic than other words (A. L. Thompson et al., 2020).

Importantly, what constitutes an ideophone within a spe-
cific language can only be decided based on language-inter-
nal criteria, just as with other word classes (Dryer, 1997; 
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Croft & van Lier, 2012; Dingemanse, 2019). The specific 
formal characteristics that make ideophones stand out from 
other words vary across languages (Childs, 1994). In con-
trast to languages such as Japanese for which there are rela-
tively clear formal criteria for determining whether a word 
is an ideophone (Akita, 2009), this distinction appears to be 
less clear in standard European languages such as English. 
Some analyses have classified English onomatopoeic words 
such as boom, tweet, zap, and poof as ideophones (e.g., 
Thompson & Do, 2019), but without agreed-upon formal 
criteria it is not clear based on what criteria such classifica-
tions can be made. We believe that in such cases, ratings can 
be especially useful for studying iconicity.

Moreover, it is possible to think of ideophones as being 
gradiently related to other lexical classes (Dingemanse, 2019), 
with words being more or less ideophonic depending on various 
properties (phonological markedness, syntactic markedness, 
semantics, etc.). From this perspective, it is to be expected that 
highly iconic English words would have features that overlap 
with ideophones (Dingemanse & Thompson, 2020).

Indeed, the results from our replication study speak to the 
deep similarities between iconicity in ideophones and ico-
nicity in the general English vocabulary: First, ideophones 
have been proposed to be structurally marked (Ameka, 2001; 
Samarin, 1970), and, as we have replicated here using let-
ter frequencies, English words rated high in iconicity are 
also structurally marked (Dingemanse & Thompson, 2020). 
Second, ideophones are strongly tied to the senses (Diffloth, 
1972; Nuckolls, 1995), and, as demonstrated here, so are 
English words high in iconicity. Third, ideophones have been 
linked to word learning in children (e.g., Yoshida, 2012), and 
so are highly iconic English words (Perry et al., 2015). Fourth 
and finally, ideophones have been found to be associated with 
informal and playful discourse (H. Kim et al., 2021; Klamer, 
2002; Samarin, 1970), and similarly, we have found iconicity 
ratings to be correlated with playfulness ratings (Dingemanse 
& Thompson, 2020). These findings, showing the continuity 
between iconic words in English and marked iconic words 
in other spoken languages, demonstrate how research using 
iconicity rating datasets such as the one collected here can 
learn from research on ideophones and vice versa.

Limitations and recommendations for use

Iconicity ratings are an important part of the methodological 
toolkit of iconicity research (Motamedi et al., 2019), but it is 
important to recognize their limitations (Winter & Perlman, 
2021a). Most importantly, iconicity ratings underspecify the 
particular form-meaning links that lead to a rater’s intuitions. 
That is, iconicity ratings just tell us the degree to which peo-
ple think there is some correspondence between form and 
meaning, but they do not give clues to the nature of this corre-
spondence. This is not necessarily a problem when performing 

studies in which claims are not predicated on specific form-
meaning pairings, but on iconicity as a general semiotic prop-
erty of larger clusters of words as a whole. However, it does 
mean that research with iconicity ratings should be comple-
mented with studies that flesh out the exact nature of form-
meaning links. An example of rating studies and statistical 
studies of the lexicon working in tandem is the finding that 
English touch words were rated to be high in iconicity (Win-
ter et al., 2017), which subsequently led to the discovery of 
specific phonemes that are associated with specific textural 
properties among touch adjectives (Winter et al., 2021b).

It is also important to consider whether speaker judgments 
may be contaminated by factors other than resemblance 
(Dingemanse & Thompson, 2020; A. L. Thompson et al., 
2020). In fact, the ratings themselves provide clear evidence 
that raters sometimes find it hard to suppress such extrane-
ous factors that have nothing to do with iconicity, at least as 
we have defined it. For example, sleepwalk and heartburn 
received unexpectedly high iconicity ratings in the current 
study, presumably because of the high semantic transpar-
ency of compounds, which may increase the subjective feel-
ing that the form of a word fits its referent. This observation 
was already made by Dingemanse and Thompson (2020), 
which led them to perform separate analyses of monomor-
phemic and multimorphemic words. The examples of sleep-
walk and heartburn clearly show that iconicity ratings are a 
noisy measure, and one should be careful not to overinterpret 
the ratings of individual words. This is also why research on 
iconicity ratings is most reliable when focused on correla-
tions across hundreds or thousands of words, which can help 
counteract the noisiness inherent in this measure.

Ultimately, all methodological approaches to studying 
iconicity have their strengths and weaknesses, each war-
ranting the use of complementary methodologies as much 
as possible. As we have argued here, it is important to rec-
ognize that different methods tap into different aspects of 
the phenomenon of iconicity (Dingemanse et al., 2020; 
Motamedi et al., 2019). The rating dataset made available 
here is ideal for correlational studies that allow making gen-
eralizations about the lexicon and for explorations into the 
subjective nature of iconicity.

Appendix A: Instructions and Sample Trial

In the following, “---" indicates that participants had to press 
Next to go on to the next instruction screen.

In this task you will be rating some English words on 
their “iconicity.” Please read the following instructions very 
carefully as they are important for doing this task.

---
Some English words sound like what they mean. These 

words are iconic. You might be able to guess the meaning of 
such a word even if you did not know English.
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Some words that people have rated high in iconicity are 
“screech,” “twirl,” and “ooze” because they sound very 
much like what they mean.

Some words that people have rated moderate in iconicity 
are “porcupine,” “glowing,” and “steep,” because they sound 
somewhat like what they mean.

Some words rated low in iconicity are “menu,” “amateur,” 
and “are,” because they do not sound at all like what they 
mean.

In this task, you are going to rate words for how iconic 
they are. You will rate each word on a scale from 1 to 7. A 
rating of 1 indicates that the word is not at all iconic and 
does not at all sound like what it means. 7 indicates that the 
word is high in iconicity and sounds very much like what 
it means.

---
It is important that you say the word out loud to yourself, 

and that you think about its meaning.
If you are unsure of the meaning or the pronunciation of 

a word, you have the option of skipping it.
---
Try to focus on the word meaning of the whole word, 

rather than decomposing it into parts. For example, when 
rating ‘butterfly’ think of the insect rather than “butter” and 
“fly,” and rate how well the whole meaning relates to the 
sound of the whole word “butterfly.”

---
[When you are done with this list of words, you will have 

the option to do 1-2 additional sets of words, which will earn 
you bonus pay.]*

*Shown to MTurk participants only.
---
Please remember to say the word to yourself and to think 

about the meaning of each word.
Ready to start?
---
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