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CHAPTER 1

ANIMAL PSYCHOPHYSICS:
THE STUDY OF SENSATION IN
NONVERBAL ORGANISMS

John Malone

“Had psychophysics been a modern child, it would
be permanently in an institution for the mentally
deranged. It was an unwanted child of its father;,
adored, praised, and occasionally harassed by its
childhood friends; virtually ignored in adolescence;
senile in young adulthood” (Candland, 1968, p. xi).
Thus Candland began his foreword to the textbook
Classical Psychophysics and Scaling. Candland went on
to admit that “classical psychophysics does, indeed,
seem dull to us today,” and though you may consider
it “among life’s more dull and tedious adventures, the
fact remains that psychophysical and scaling method-
ology is the foundation of psychology” (p. xi).

Stevens (1958), writing a decade earlier, agreed,
charging that psychophysics had become dull
because pedants had transformed a fascinating
topic into a fetish-like concern with categorization
of methods and general consistency of definitions,
which is what pedants do. He cited “a distinguished
committee” dealing with issues that “few people care
about” as representative of this practice. Stevens saw
psychophysics as a far more “nutritious subject”
than such people have suggested.

Actually, neither Candland nor Stevens could
have meant that classical psychophysics remains
a foundation on which something now rests.
Although one can argue that it was the mainstay of
the early psychological laboratories, the truth is that
Fechner’s 1860 thesis inspired others to search for
a metric to legitimately scale “mental sensations”
into physical units. Because nothing mental was, has

been, or ever could be scaled, the term psychophys-
ics itself acts as a reminder that prescientific think-
ers have found it difficult to shed the ancient belief
in mind and body as two different things. And too
often, the attempt to translate sensation to physi-
cal units has suffered from the criticism that Boring
placed on Herbart’s work and that applies to much
current research in many fields:

The not uncommon case in science in
which inadequate data are treated with
elaborate mathematics, the precision of
which creates the illusion that the origi-
nal data are as exact as the method of
treatment. (Boring, 1950, p. 260)

CHAPTER OVERVIEW

Psychophysics is a classificatory term, a key word
to guide readers to research or theory related to
the vast field of sensory processes. Work in psy-
chophysics is often technically demanding and we
might expect researchers to be expert only in their
restricted domains. Yet, perhaps more than in other
areas of the life sciences, we find reports that dis-
play wide vision, surprising us with philosophical
insights about life and epistemology.

I begin this chapter with a comment on
the nature of sensation and a brief overview of
the origin of psychophysics with Weber and
Fechner, which includes a section on the classic

I am very grateful to Hannah Snelling for her many hours spent gathering hundreds of studies for possible inclusion in this chapter—she will
recognize some of those in these pages. Her wit, artistry, and discernment are missed.

http://dx.doi.org/10.1037/0000012-001
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John Malone

psychophysical methods, with illustrations of work
with primates, sea turtles, goldfish, and pigeons
and a note on the recent reassessment of Fechner’s
aims. Comparative psychophysics was surprisingly
advanced by 1914 with Watson’s Behavior: An
Introduction to Comparative Psychology serving as a
convenient summary of its status at that time. It also
serves as a cue for a discussion of a very important
issue—the question of the merits of ethological
(descriptive/behavioral) treatments versus cognitive
explanations that have been popular in psychology.
The next section details changes in the concept of
the threshold, beginning with Stevens'’s refutation
of Fechner’s theory and his own eclipsing by the
revolution in psychophysics wrought by communi-
cation engineers in midcentury practical projects,
with an illustration from pigeon research. I follow
that with notes on empirical work in stimulus
generalization and adaptation-level theory. The
final section of the chapter summarizes the work
of three eminent researchers: Hodos’s treatment of
achromatic avian visual acuity, Neumeyer’s work
with color vision in the goldfish, and James Land’s
remarkable application of the ophthalmoscope to
the study of salticid spiders.

THE NATURE OF EXPERIENCE

Psychophysics concerns the general question of
epistemology, the “what do we know and how do
we know it,” that depends on what we see, hear,
and otherwise sense for its answer. That is the
source of our experience and we are curious about
the experiences of other people, though we can
never really know what our “red” looks like to
another viewer. We learn to be satisfied to see that
others learn to stop at red lights and to judge blue
as their favorite color, just as we do. By the same
token, we are curious about the experience of non-
human animals and ask whether a dog or a spider
can know color as we do, reminding ourselves that
we can only infer such things through observa-
tions of their behavior, the same method we apply
to other people and even to ourselves (see Malone,
2009). The scientific study of sensation, the origin
of our experience, began with Weber and Fechner
in Leipzig almost 200 years ago.

WEBER AND FECHNER: THE SHORT STORY

Weber showed that discriminating the difference
between two stimulus values on the same continuum
was always a ratio judgment (see Chapters 23 and
25, this volume), but that in itself it had nothing to
do with sensation, only with ratios of physical stim-
uli. Gustav Fechner called the ratio the just-notice-
able difference (JND), declared that all JNDs were
subjectively equal whatever the sensory modality or
experimental procedures, and thereby believed that
he had created a way to legitimately scale sensations
in JND units (see Boring, 1950; Malone, 2009, for
details). This fulfillment of his dream of calibrating
the mental and physical was, in his opinion, as gen-
eral and fundamental a law as was the law of gravita-
tion (Fechner, 1860/1966). That is, for sensation to
increase in equal intervals, stimulus intensity must
increase geometrically and the increase seemed to be
a logarithmic one, so that S = klog,, R where R refers
to Reiz (stimulation). S is sensation in JND units and
k is a Konstant (meaning a non-constant variable to
adjust the fit of data to the equation). This conclu-
sion rested on the assumption that all JNDs are sub-
jectively equal, thus allowing an equal interval scale.
It took 100 years to refute Fechner’s equation.

The methods Fechner used to collect data for
his 1860 Elements of Psychophysics, ascending and
descending limits, right and wrong cases (constant
stimuli), and adjustment were not his or anyone’s
“invention”; Boring (1942) listed experimenters
using these methods as “the most natural way” at
least 150 years before Fechner and others must
have done so. Fechner’s interpretations of his data
have been controversial from the beginning. For
example, Thurstone (1927) was a respected reviser
of Fechner’s logic and rejected the reality of JND
as a sensory unit, because “now, as a matter of fact,
everyone who works at all seriously in psychophys-
ics knows that just noticeable differences have never
been found” (pp. 421-422). That is, the assumption
that there are real and stable thresholds and differ-
ence thresholds was mistaken; thresholds vary too
much with circumstances. However, Thurstone not
only retained Fechner’s R (reiz) to refer to stimulus,
but he still believed that we could scale (mental)
sensation, though the JND must be probabilistic, as



a discriminal dispersion, and he believed his method
could be applied widely, to attitude scaling and
beyond. Stevens (1958, 1961) disagreed with Thur-
stone’s revision as well as with Fechner’s logic, and
argued that organisms can make direct judgments of
ratios of sensation, even between modalities, so that
the whole JND method is unnecessary.

METHODS AND TERMINOLOGY

Despite that debate, the methods Fechner used con-
tinue to be employed for many purposes with many
variations. The following are descriptions of only the
generic versions, along with definitions of several
terms commonly used in animal psychophysics. There
are apparent differences in definitions of these meth-
ods among several sources; Stevens (1958) pointed
out that the methods are not clearly distinguishable
and therefore they are subject to great variation in
details. He saw this as a good thing and was critical
of overdoing attempts to arrange methods in a tidy
taxonomy and Fechner would have surely agreed.

It may be surprising for the modern reader accus-
tomed to pictorial presentations to find that Fechner
did not include a single figure plotting data on Car-
tesian (X-Y) axes in his 1860 book; all data appeared
in tables. Early 20th century books followed the
same practice.

Sensory Threshold

This seemingly-simple expression is actually a very
contentious concept with a long history and many
interpretations, as we find when trying to define it. For
practical purposes, the sensory threshold is defined as
that minimum stimulus value or change in stimulus
value which a subject correctly detects 50% of the time
for absolute thresholds and 75% of the time for differ-
ence thresholds, as explained in the following section.

Psychophysical Function: “How Often Can
You Detect Each of These Stimuli?”

The plot of percentage detections arranged as an
increasing or decreasing series of stimulus values or
detections of differences comprises a psychophysical
function. The specifics of the methods used to obtain
such functions are so varied that Stevens, founder of
Harvard’s Psycho-Acoustics Laboratory, suggested

Animal Psychophysics

that “many readers would find clarity improved

if special names for procedures were banned and
authors were forced to frame their descriptions in
conventional English” (1958, p. 178). Figure 1.1
shows a psychometric function representing judg-
ments of the duration of tones by human infants
(Homo sapiens) after training to respond differently
to brief (500 ms) and long (1,500 ms) 440 Hz tones
(Provasi, Rattat, & Droit-Volet, 2011). The plot shows
percentage judgments of long tones when five differ-
ent durations were presented. The authors estimated
854 ms as the bisection (50%) point, which theoreti-
cally could not be discriminated as short or long by
the infants and a JND of .39 s, compared with .23 s
typically shown by rats and .17 s by adult humans.

Method of Limits: “Signal When You No
Longer (Or Can Now) Hear the Tone”
Fechner (1860) placed the “method of just notice-
able differences” or method of limits first on his brief
list of psychophysical methods. This procedure is
used to assess absolute thresholds for detection of a
stimulus and usually is applied as an ordered ascend-
ing and descending series of stimulus values that is

4-month-old Infants
0.9 1

0.8 1
0.7 -
0.6 1
0.5

p (long)

0.4
0.3 1
0.2 1
0.1 1

0 T T L L]
500 750 1000 1250 1500

Stimulus Durations (ms)

FIGURE 1.1. An example of a psychophysical function.
From “Temporal Bisection in 4-Month-Old Infants,” by
J. Provasi, A. Rattat, and S. Droit-Volet, 2011, Journal of
Experimental Psychology: Animal Behavior Processes, 37,
p- 110. Copyright 2010 by the American Psychological
Association.
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Stimulus Intensity A o A 0 a o B o
-] Y
8 ¥ 4 Y
7 Y Y Y Y
6 Y ¥ Y Y
5 Y Y ) ¢ Y
4 Y Y Y Y Y
3 N Y Y Y Y Y Y
2 N N N Y N N Y Y
1 N N N N N N N
0 N N N N
1 N N N N

) 2 N N N N
3 N N N N
- N N N N
5 N N N
4 N N

Transition Points 35 235 25 135 25 25 15 15

Mean Threshold = 2.25

FIGURE 1.2. The method of limits.

meant to minimize effects due to presentation order to the subject’s response. For example, Figure 1.3
of stimuli. This is the familiar method used by oph- shows a decrease in stimulus intensity over the
thalmologists and audiologists to test our visual acu- first series of presentations until the subject reports
ity or range of pitch perception. Figure 1.2 shows a no detection on the fifth. The experimenter then
sample of the procedure; columns A and D represent increases the stimulus intensity in steps until it is
ascending and descending series of stimulus intensi- detected twice at the same intensity (trial 8) and
ties and the Y and N entries show the subject’s detec-  then decreases intensity until it is not detected at
tion yes/no responses. The threshold is taken as the trial 12. In this specific method, two detections
average of the transition points. An example of the must be made before intensity is decreased, but
use of a common variation of the method of limits in one failure leads to an increase on the next trial. An
assessing color vision in juvenile sea turtles follows. example of the staircase variation of the method of
The method of limits can be modified with a limits was provided by Young, Salmon, and Forward
staircase procedure so that the stimulus strength (2012), in their assessment of color vision in hatch-
does not simply decrease and increase, it adjusts ling loggerhead sea turtles (Caretta caretta).
— Answers
121 B Stimulus detected
11 O Stimulus not detected
QO Reversal R,
10 -
x
2 97
v
]
|
= 5
"4
44
3 +
24 R.
11 Threshold is estimated by averaging the stimulus intensities at the six reversal points.
0 + + + + +
1 5 10 15 20 25
Trial Number

FIGURE 1.3. A staircase version of the method of limits. From
Haptische Unterscheidbarkeit mechanischer Parameter bei rotatorischen
Bedienelementen (p. 49), by M. L. Kithner, 2014. Copyright 2014 by
M. L. Kithner. Adapted with permission.



Young et al.’s (2012) subjects were 401
hatchlings taken from 32 nests and individually
tested for phototaxis color sensitivity after
adaptation to (artificial) light; all testing took place
between 11:00pm and 12:00am, when hatchlings
usually move from the dark sands and dunes toward
the brighter ocean surface. Hatchlings were placed
individually in a Y-maze in seawater to determine
the minimum brightness of blue (450 nm), green
(500 nm), and yellow (580 nm) light back projected
on a frosted panel that would be chosen over a dark
alternative. For each of the three colors, brightness
was decreased in measured staircase steps until the
turtles’ chose the dark arm of the Y as often as the
lit arm. That was followed by a staircase of increases
in brightness step by step until the subjects chose
the lit arm. Each turtle was light adapted for at least
15 min so that rod vision was eliminated and only
cones were operating. The lowest light intensity
that evoked attraction was set as the phototaxis
threshold for that wavelength and for these turtles
the most effective was 500 nm, what humans report
as the green light.

With few exceptions, studies of wavelength
discrimination (color vision) in turtles have not
convincingly controlled for brightness differences,
which is an essential step. Failure to appreciate the
effect that differences in reflected light intensity can
have led to decades of debate about the very exis-
tence of color vision in dogs and cats. In the case
of colored stimuli viewed under water the measure
of the relative brightness at the animals’ receptors
is an almost impossible task. Young et al. (2012)
overcame that difficulty in an ingenious way during
a wavelength discrimination in the final condition
of their study. Watson (1914) had referred to the
method that these authors used but it has almost
never been used to assess turtle vision in modern
research. The procedure was to pair color target
lights in the Y-maze, presenting one (S+) color with
food and varying the intensity of one of the pair of
lights during each trial. The turtles’ excellent dis-
crimination performance clearly showed that they
could respond to wavelength alone. For example,
when food was paired with a blue target light versus
a green light, the turtles swam to blue, whether it
was brighter or dimmer than the alternative. Their
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data showed clearly that loggerhead juveniles have
trichromatic vision and the ability to learn dis-
criminations among wavelengths independent of
brightness.

The Method of Constant Stimuli: “Does
This Tone Sound the Same as the Last
One?”

The most common method to determine difference
thresholds is, the method of constant stimuli, named
by Fechner (1860/1966) the “method of right and
wrong cases.” It features presentation of a standard
stimulus value, such as a 30 dB 1,000-Hz tone fol-
lowed by other intensity levels, such as 35 dB, and
asking the subject whether the second loudness
was the same as the first, which required a simple
“yes/no” response. The response to a number of
comparison values allows us to plot a psychometric
function with percent same/different correct judg-
ments on the vertical axis and loudness on the hori-
zontal. The difference threshold is appropriately set
at 75% correct, because 50% would simply reflect
random responding. If absolute thresholds are all
that is wanted the method becomes a version of the
method of limits; different stimulus values are pre-
sented in random order, rather than in graded series,
and a present/absent judgment is made. In that case
the threshold value may be set at 50% correct judg-
ments. The time-estimation procedure discussed
previously (Figure 1.1) can be viewed as a variation
of the method of constant stimuli, because the two
training values were presented in an unpredictable
series with the test stimuli to yield the overall psy-
chophysical function.

Another version of the method of constant
stimuli was used by Yan and Popper (1991) to
yield an audiogram for goldfish (Carassius auratus).
Their procedure was unique, because the usual
methods either make it difficult to control sound
pressure level (SPL) as the fish swam around a
tank and/or used electric shock paired with tones
to cause cardiac and ventilator suppression as the
measure—thus stressing the fish and rendering the
data suspect. Yan and Popper trained their fish to
touch a small paddle, turning on a tone through a
system that targeted its maximum SPL at that spot.
The fish then touched a second paddle adjacent to



John Malone

the first and received a food pellet. On trials when
no tone was present a response led to a 90 s black-
out period that deterred false alarms. Their audio-
gram shows the thresholds for their two subjects
along with data points from other studies using
electric shock. Their SPL scale is not the familiar
decibel (dB) corresponding to human judgments of
loudness; rather, it reflects the power of the ampli-
fier relative to its maximum, which is zero on their
scale. Decibel is not something scaled, it is a ratio
that is of the same kind as percentage.

Method of Adjustment: “Can You Match
That Loudness?”

The method of adjustment is what Fechner (1860)
called the “method of average error” and requires
the subject to control a stimulus so that it is
intense enough to be detected (absolute thresh-
olds) or so that it matches a standard stimulus
value (differential thresholds). Human subjects
can be given instructions to adjust the brightness
of a light, the loudness of a tone, or the length of
a line; analogous training can serve as instructions
for nonverbal subjects. An animal application
lies in tracing the course of dark adaptation. Sup-
pose that a light is made gradually dimmer when
the subject reports that it is visible and gradu-
ally brighter when it has become invisible to the
subject. That is a version of the method of limits
and is one way that the course of dark adaptation
is assessed with a human subject; this has been
duplicated with animal subjects. Blough (1956)
published an account of the procedure and results.
A pigeon (White Carneaux, bred from Columbia
livia) was trained to peck one response key when
a light was shown and to peck another key when it
saw no light; Figure 1.4 is his sketch of the appa-
ratus. The brightness of the light was controlled
by an optical wedge that adjusted when the bird
pecked, so as it varied the intensity of the light
the bird answered the question, “Do you see the
light?” by pecking the corresponding key. Each
peck increased or decreased the light intensity,
corresponding to the pigeon’s “yes/no” pecks and
a pen traced the responses and so determined the
threshold, paralleling the method of adjustment
used with human subjects.
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FIGURE 1.4. Depiction of Blough’s apparatus. Reprinted
from “Dark Adaptation in the Pigeon,” by D. Blough, 1956,
Journal of Comparative and Physiological Psychology, 49,
p- 426. Copyright 1956 by the American Psychological
Association.

REASSESSMENT OF FECHNER’S AIMS

Johnson (1978) summarized the development of psy-
chophysics of vision as the quest for the definition of
the word light and its quantification as sensation:

Before attention was given to sensory
mechanisms, two worlds, an inner and an
outer, seemed necessary—and also suf-
ficient. The boundary between them, for
vision, was first taken to be the pupils.
Scholars later pushed the boundary back to
the retina; then, growing cunning in their
sophistication, to the “sensorium,” what-
ever that might be . . . the word light can be
defined by reference to . . . sensitivity func-
tions . . . “bright” and “dim,” and “light”
and “dark” related to quantity of light.
Such terms were quantitative precisely to
the degree that they were useful in com-
munication. Each was an element in a ver-
bal model of the world. . . . In due course
these conceptualizations of the world
succumbed to measurement. And when the
physicist measured light in terms of a stan-
dard candle at a distance of 1 m, and when
he specified points in the spectrum, the
way was opened to . . . the “facts” of color
mixture, and more. (pp. 3—4).



But where does psychophysics, in Fechner’s sense,
come in? What did Johnson think was actually being
measured? He wrote that although the experience of
other organisms may be forever unknowable, psy-
chophysical measures still give us something:

We emphasize that psychophysics, while
related to experience, is not a scheme or
set of procedures for directly describing or
translating the experiences of one person
in terms of those of another. Psychophys-
ics gives us objective data for comparison
with other objective data. . . . The data of
psychophysics . . . serve as additional grist
for the private mills that grind out, for
each of us, our personal understandings
and beliefs. (Johnson, 1978, pp. 4-5)

Of course that does not mean that what we think of
as private experience is unknowable or that the sub-
jective world of others is completely beyond our ken.
Wundt knew that experience doesn’t come as inner/
outer (Malone, 2009) and so did sensory physiologist
Floyd Ratliff. Concerning objectivity, he wrote,

We have, of course, no procedures for
complete dissociation of observer and
object observed.. . . “My toothache” is
the classic example of a private phenom-
enon, but the fact of the matter is that
my toothache which I feel . . . is, strictly
speaking, no more private than is “my
light,” which I see when I turn on a lamp.
(Ratliff, 1962, p. 475)

Consider a different viewpoint, one that jibes with
uninformed common sense and holds that our sensa-
tions are private and are different in kind from a real
external world. This is the view that the media breath-
lessly presents to us when it announces breakthroughs
in neuroscience. It is the mental/physical schism that
we learned from our parents even before we could read.

EARLY 20TH CENTURY APPROACHES
TO ANIMAL PSYCHOPHYSICS: JOHN B.
WATSON

When Fechner, Cattell, and Thurstone referred to
psychophysics they meant it literally; they believed
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that they were calibrating physical stimuli, like the
intensity of a light or sound source, into sensation
units and thus were “measuring the mental.” Subse-
quent researchers held no such beliefs and realized
that the real goal was to determine what they could
about the behavioral reactions of humans and other
animals to various kinds of stimulation. As example
of early work on animal psychophysics, I chose the
much maligned and misunderstood John B. Watson,
whose Behavior, An Introduction to Comparative Psy-
chology (1914), gives the reader a good picture of
animal sensory research a century ago (see Volume 1,
Chapter 2, this handbook).

Watson was a true pioneer in the study of animal
sensory phenomena; not only did he personally carry
out research with a variety of species, he reviewed
dozens of research reports on the subject in his role
as editor of journals. He criticized the extremely
anthropocentric methods of the day that were based
on introspective reports and “introspection by anal-
ogy.” However, he did not advocate purely biologi-
cal methods and warned that one could be “lost in a
general biological mirage.” Ideally, comparative psy-
chology required “histology, physiology, and experi-
mental zoology . . . preceded by training in chemistry
and physics” (Watson, 1914, p. 56).

His purpose was the same as that of most modern
researchers, who really don’t want to find exact abso-
lute and difference thresholds for a sense modality of
a specific organism. The more likely question raised
is along the lines of whether domestic cats or dogs
are sensitive to the same visual spectrum and how
does that compare to the vision of birds? What about
color vision in marine mammals at varying ocean
depths? How can porpoises and especially seals and
sea lions see well when out of water, whether diving
or sunning on a rock? How can we know that our
animal subject sees stimuli that we are presenting?
Watson (1914) referred to prisms and filters compris-
ing a proto-monochrometer and explained that

Our interest is not psychophysical here but
methodological. We need to know for sub-
sequent control of behavior, what difference
in intensity one has to maintain between
two reds of the same wavelength to afford a
basis for a difference in response. (p. 35)
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“The majority of mammals tested . . . are insensi-
tive to light of long wavelengths” (Watson, 1914,
p- 335). That was the first sentence in Watson’s cov-
erage of animal psychophysics, and it took decades
to realize that many vertebrates (and invertebrates,
like jumping spiders) are unable to distinguish reds
from darkness or gray (see Chapter 3, this volume).
Frisch’s demonstration of trichromatic vision in
some fish is included in Watson’s survey, so a lot was
known a century ago. Watson listed an interesting set
of questions concerning all the senses, including sen-
sitivity of birds to air columns’ moisture content and
pressure, as well as to air currents, including possible
olfactory cues, which could play a part in homing of
birds (p. 42). According to a review published
89 years later, it is likely that olfactory guides are
important in bird navigation (Wallraff, 2004).

Watson (1914) reported data obtained from a
wide variety of species and with a variety of meth-
ods, all in the last four chapters of his book, com-
prising about 100 pages. The level of description is
general and often confined to one or a few reports.
The following example is typical:

From C. Hess we learn that when a light-
adapted chick is taken into a dark room
and placed before grains illuminated by
the whole spectrum (spectrum of medium
intensity) and allowed to peck freely, it
will begin with the grains illuminated

by the red and orange rays. It pecks con-
tinuously until the blue-green region is
reached, beyond which point it refuses to
peck further. A well dark-adapted chick
in a spectrum of the same intensity will
always begin to peck at the grains illumi-
nated by the red; then in order, orange,
yellow, green, and blue-green. . . . The
behavior of the pigeon under the same
conditions is closely similar to that of
the chick. The range at the red end for it
is normal, but at the violet end it is even
more contracted than is the case with the
chick. (p. 336)

Hess also examined color vision in birds with “twi-
light vision,” including the kestrel, house hawk,
small owls and great horned owls, finding a similar

10

reluctance to feed when illumination was solely
short-wavelength light (Watson, 1914). These birds
have more rods than cones, but may share the human
insensitivity to blue light owing to the small number
of short-wavelength receptors (S-cones). Watson
reported that Hess studied dark-adapted fish (Athe-
ria), finding that they tended to gather in middle-
wavelength (green to yellow-green) lit areas, whereas
long-wavelength lit areas were treated as darkness.
Turtles showed greatest response to the same wave-
lengths, that is, middle values of the human-visible
spectrum. All of the findings Watson described corre-
spond reasonably well with recent findings.

Watson (1914) considered the course of dark
adaptation and, as he often did, described a truly
comparative experiment—after an hour in darkness,
“a human being, a chick, and a white pigeon were
tested simultaneously” (p. 333). Complete adapta-
tion was achieved in an hour for all three species.
But there was one difference:

It is interesting to note that chicks, when
long dark-adapted, are not blinded by
strong light. Small grains placed before

a dark-adapted chick and then suddenly
illuminated by bright sunlight, are picked
up readily by the birds. Birds and turtles
stand in interesting contrast to man in
this respect. Man is blinded by strong
light after darkness-adaptation. Whether
this is due to the fact that man possesses
rods, and hence visual purple, is not clear
at present. (pp. 333-334)

Fish show a “one-thousand-fold” increase in visual
acuity after 15 min of dark adaptation and the
course of adaptation for the all-cone turtle matches
that of the human with an orange glass over the eye
“to compensate for the absorptive effect of the red
oil globules” (p. 345). A method Hess used to study
dark adaptation simultaneously in oneself and in a
turtle or other animal subject is as follows:

An interesting way to test the process of
light-adaptation in such animals is for
the observer to light-adapt only one eye.
This eye is kept in the bright light for
the same length of time that the subject’s



eyes are light-adapted. Then when the
animal is taken into the dark room the
experimenter, with his dark-adapted eye,
can arrange the apparatus, while with his
light-adapted eye he can test the course
of adaptation in himself and compare it
directly with that of the animal under
observation. (pp. 345-346)

Which animals showed evidence for spectral sen-
sitivity according to researchers in Watson’s time?
Monkeys, both Rhesus and Cebus, clearly showed
that they distinguished colors though we will see
following that Cebus color vision is complicated.

In dogs the situation was different—in every case
where differential responses to color are found,
differences in brightness/intensity are the effective
stimulus and the dog’s color sensitivity must be very
rudimentary if it exists at all, a conclusion that is
still drawn by Jacobs (2009), authority on vertebrate
color vision. Similarly, cats show different responses
to standardized color papers, but in every case, a
gray can be found to substitute for what seems dif-
ferential response to spectral values.

Rats, mice, and rabbits all showed no evidence of
color vision, but hens “pass the test with the ease of
the human being normal in color vision” (Watson,
1914, p. 350). That according to Hess, who used
colored grains, with reddish ones fastened down and
found that his hens learned to peck the green and
gray seeds “with astounding quickness and sure-
ness” (Watson, 1914, p. 350). Similar effects were
found with other arrangements and contrasted with
the poor performance of a red—green colorblind
human. A Purkinje effect appears in behavioral test-
ing of birds but Watson found that it probably did
not occur in fish, though conflicting reports had
appeared. Frogs (and turtles) showed a clear prefer-
ence for mid- to short-wavelength illumination and
readily moved from red to orange, orange to green,
and green to blue waters.

However, in all of these cases the reader should
be cautioned, Watson (1914) wrote. Throughout his
discussion of research in vision, he scolded authors
for their often-shoddy methodology and, more often,
for their careless interpretations. For example, some
writers in his day concluded that cryptic/mimic
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behavior involving color change meant that the
animals involved must have color vision. Watson
seemed exasperated by such thinking and criticized
the authors of such speculation at some length.

He provided a very detailed description of the
auditory organs (see Chapter 2, this volume) in fish,
birds, and mammals, accompanied by diagrams of
each and described in (perhaps) too much detail the
results of various surgeries performed on the audi-
tory system of dogs. The subsequent dozen pages
summarized research on hearing in raccoons, bats,
frogs, and fish, much of it anecdotal. Watson’s final
chapter dealt with smell, taste, and the common
chemical sense (see Chapter 4, this volume). So by
1914, a substantial amount of research had been
done and more knowledge gained than we might
expect. But, then and now, readers must be careful
in drawing conclusions.

ANIMAL PSYCHOPHYSICS, COGNITION,
AND PRIVATE EXPERIENCE:
CONTROVERSY

Behaviorism and Psychophysics

Watson (1914) held that we could study sensory
processes in animals and in humans with no refer-
ence to consciousness, mind, sensation, or the other
terms used in folk psychology. He never wrote that
that mind exists but is unmeasurable and never
denied the reality of private experience (see Malone,
1990; Malone & Garcia-Penagos, 2014 for a full
account). In addition, though he was an expert in
biology, Watson shunned recourse to postulated
biological causes and his books featured no brain
sections or cortical maps since, as remains true, they
give the reader the impression that they explain more
than they do. The suggestion that our brains work

as calculating machines would have been quickly
dismissed by Watson, but many modern writers dis-
agree with his opinions on cognitive theorizing (see
Volume 1, Chapter 28, this handbook).

Contemporary Rejection of Watson’s
Behaviorism and of Comparative Ethology
Wasserman (2012) is representative of those who
advocate the application of vocabularies proven
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popular in cognitive psychology to the study of ani-
mal behavior, so treatments cast in cognitive termi-
nology, such as processing, working memory search,
attention allocation, and many others are acceptable
if they have currency in cognitive psychology. His
version of cognitivism also explicitly excludes the
mention of subjective experience in humans, though
Wasserman assumes that “other people experience
the same thoughts and feelings that we do in similar
circumstances” (p. 94). That does not hold for

our dealings with animals, because he cautioned
against anthropomorphic analogy as promoted

130 years ago by George Romanes, who was famous
for overdoing the attributing of mental states in ani-
mals. Inferred cognitive machinery is good, whereas
inferring private experience is improper. But as the
“cognitive revolution” in psychology shows its age,
it becomes more obvious that use of its terminology
does not benefit comparative psychology and nei-
ther does Wasserman’s thesis.

First, Wasserman’s (2012) interpretation of
Romanes has been seriously questioned (Malone,
1982), and in his recent rendition of von Uexkull
(1934/1957) Wasserman denied that von Uexkiill
urged that we consider animals’ experience/view-
point insofar as possible. The starling and the fly and
the other magical umwelten von Uexkull described
should make Wasserman’s error clear to any reader.
But for Wasserman’s cognitive psychology, taking
the animal’s viewpoint is off limits, even “mentalist,”
and he claims that is what von Uexkull really meant
(2012). Burghardt (1997, 2007) argued convincingly
for the legitimacy of taking the animal’s viewpoint,
while realizing that the best we can get is Paul’s “a
view through a darkened glass” (1997, p. 259).

Wasserman (2012) goes further than denying
mention of animal experience and rejects the “central
interpretative technique of yesterday’s comparative psy-
chologists and many of today’s cognitive ethologists”
(p. 95). Ironically, he repeatedly scolded those who fol-
low convention (2012), while illustrating his own con-
formity with the mainstream cognitive approach. There
is a learning opportunity here. What if we applied
cognitive terminology to the behavior of organisms
with no neurons? We can witness the application of
cognitive language to phenomena that are actually
interesting even without the cognitive “dressing up.”
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Cognitive psychophysics and nonneuronal animals.
Reid, Garnier, Beekman, and Latty (2015) pub-
lished an article in the respected journal Animal
Behaviour, reviewing research on psychophysics and
decision making by nonneuronal organisms, includ-
ing bacteria, trees, fungi, and protists in general,
excluding all organisms that feature neurons. The
reviewed research appeared in top-tier journals,
including Science, Nature, Proceedings of the National
Academy of Sciences, and Philosophical Transactions
of the Royal Society and the argument for adaptive
“behavior” in these organisms is persuasive, but the
descriptive language would be excessive if it were
describing the most complex human reasoning.

Reid et al. (2015) dare not attribute subjective
experience to beings that are sans neurons, but like
Wasserman, they are eager to impute cognitive pro-
cessing mechanisms to fungi and flagellites. Their
nonbrained organisms comprise the

vast majority of all life . . . [and] face
many of the same decision-making
challenges as organisms with a brain:
they must search for resources, choose
between resources of varying quality,
adapt to changing conditions and search
for suitable microclimates to inhabit.
(Reid et al., 2015, p. 44)

I might add that they must also deal with predation,
competition, toxins, and, perhaps, mating/reproduc-
tive issues. Hence, slime mold, amoebae, and peach
trees use information for decision making via mul-
tiple sensory channels, evaluate attributes to which
they assign values; calculate, select, and integrate
information (making multiattribute decisions); use
compensatory strategies; make trade-offs; and use
many “computationally-intensive strategies.” Indeed,
one cannot help but recall the title of Rachlin’s (1978)
commentary, “Who Cares if the Chimpanzee Has a
Theory of Mind?” and his proposal that one can infer
cognitive processes in a heated pail of water, as it
“signals” that it is about to boil by emitting bubbles.
Positing cognitive processes is an irresistible pastime
that we enjoy. Barrett (2011) thoroughly, entertain-
ingly, and authoritatively exposed the folly in such
abject anthropocentrism, belief in folk psychology,
and cognitive processing reverence. The following



section is one of many examples that I think illustrate
her point: simple brains can show intelligent behavior
and explanations couched in cognitive processing jar-
gon are superfluous.

The bee shows what a simple brain can do. In
2005, Dyer, Neumeyer, and Chittka showed that
honeybees (Apis mellifera) can be trained to choose a
photographed human face when it is presented on a
large wheel along with other similar-appearing faces.
Their procedure was simple, as previously-marked
honeybees came to their outdoor choice wheel, hav-
ing been fed a rich sucrose solution there, and hov-
ered a few seconds before choosing a photo. Choices
were rewarded or punished with sucrose or with qui-
nine and the bee was then lured onto a clear plastic
spoon with more sucrose, moved a meter away, and
turned from the display. While so distracted, the dis-
play wheel was turned so that the target face was in a
new position and the bee was free to choose again in
a nonrewarded test trial. Two bees never caught on
and after repeated doses of quinine they “lost inter-
est” (p. 4710) and flew away. But five bees did catch
on quickly and chose the target face on over 90% of
the trials. Two bees tested two days later remembered
their lesson well and flew to the target face on over
80% of the trials. The target photo was a man in

his mid-thirties who could easily be confused with
the paired negative choices. A six-month old child
would likely score no better than did the bees.

The evidence for such capabilities of bees seems
convincing and the authors did not try to explain
their findings by reference to cognitive mechanisms.
But some critics contest such findings, even in the
face of these and other authors’ fine reputations.
Adrian Horridge (2012), who has approached vision
from a “reverse engineering” standpoint that he
seemed proud to claim is not “comparative psychol-
ogy, and far from ethology” (p. 188). He is particu-
larly critical of claims of any sort of higher-order
learning in bees since, “these wild guesses. . .led to
confusion for years and failure to make the proper
tests” (p. 187). According to his “mechanistic”
analysis, bees are even incapable of any kind of
pattern perception! One wonders whether he even
admits that they can fly. I return here to the basis of
psychophysics.
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EVOLUTION OF THE CONCEPT OF THE
THRESHOLD

In the early 19th century, Johann Herbart proposed
the concept of threshold to refer to the boundary
between conscious experience (apperception) and
an ever-changing mass of unconscious ideas, strug-
gling to gain access to consciousness. He was reviled
by subsequent writers, from Fechner to William
James, but the vocabulary he used was adopted by
many, including modern writers (see Boring, 1950;
Malone, 2009). It was the concept of the threshold
that proved to be Gustav Fechner’s obsession.

When Fechner examined the sensory abili-
ties of his human subjects he could present a very
weak stimulus, such as a light or a tone, and ask
his subjects to give simple answers, like “yes/no,”
“more/less,” «
tions of dichotomous answers. His subjects shared
his language and he had no reason to believe that

brighter/dimmer,” or other varia-

they answered dishonestly. It’s easy to duplicate

his methods and Fechner offered simple examples
showing how easy it is to demonstrate, for example,
that JNDs are constant ratios of stimulation. If one
looks at a cloud and identifies that part of its edge
that is a just-noticeable difference from its back-
ground and then interpose a gray glass or a sunglass
lens to darken the whole image, we see that the
same edge is still just-noticeably different, showing
that it is the ratio, not the absolute difference, that is
important (Boring, 1942).

Stevens and Direct Scaling: Fractionation
and Magnitude Estimation
Stevens was born in Ogden, Utah, and did his Mor-
mon missionary work during 3 years in Belgium
and France before graduating from Stanford and
entering Harvard’s College of Education. He served
as Boring’s research assistant before receiving a PhD
in philosophy and spending the rest of his career at
Harvard running the psycho-acoustic laboratory. He
became almost synonymous with psychophysical
scaling in America and wanted to be remembered for
his refutation of Fechner, described in 1961, a cen-
tury after Fechner’s “Elements of Psychophysics.”
Fechner had assumed that we cannot directly
judge magnitudes of sensation, because we have no
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metric to go by. When you hear a loud sound, we
can measure the physical stimulus as SPL at your
ear, but how can you or your animal subject place
that intensity on a numeric scale of sensation as
“loudness?” So Fechner’s three methods rely on
the subject judging less, equal, or more, yielding an
indirect estimate of sensation and no one seriously
challenged him until Stevens came along.

Why not scale judgments of sensation directly?
Stevens proposed two methods of magnitude estima-
tion and fractionation—asking subjects to adjust a
stimulus to half its intensity, then half of that, then
double that, and so on. People can do this and pro-
duce psychophysical functions that are reliable and
that show that Fechner’s log function and assump-
tion of equal JNDs was mistaken. Although Fechner
had claimed that sensation magnitude grew arith-
metically as stimulus strength grew geometrically
(by a constant ratio), Stevens showed that judged
sensation increases in ratios, just as does stimula-
tion, leading to his famous power law, S = KI*
where I is stimulus intensity and a is an exponent
corresponding to the power to which I is raised.
When plotted as ratios on log-log paper, these psy-
chophysical functions appear as straight lines.

Rather than scale sensation indirectly, via Fech-
ner’s methods, Stevens argued that we can make
direct estimates of sensation if given an anchor,
sometimes called a “modulus,” and subjects can reli-
ably scale stimulus intensity. For example, using the
method of magnitude estimation, a starting SPL may
be presented and called a “four” by the experimenter
or even by the subject. As intensity is raised or low-
ered, the subject responds “five,
and so on, corresponding to the SPL intensity pre-

” o« ”

three,” “seven,”
sented. The resulting psychophysical function turns
out to be fit by a power function with an exponent
of about 0.6 and such relations have been found for
dozens of continua where intensity is varied, though
the exponents vary greatly. Numbers need not be
used and subjects were able to adjust their squeeze
on a hand dynamometer in accord with changes in
stimulus intensity. Further, they could scale bright-
ness intensities by choosing corresponding loudness
intensities.

There are critics of Stevens’s interpretations but
the fact of the power law is indisputable. Stevens
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was by no means a behaviorist, but he shared their
goal—the discovery of functional relationships.
Teghtsoonian (2001) described Stevens'’s outlook,
which suggests what would be a very beneficial revi-
sion of current practices:

Much of his time in the laboratory was
spent plotting and replotting data in the
pursuit of clarity and simplicity . . . A
corollary of this belief was an attitude
toward sampling theory and statistical
testing that ranged from indifference

to disdain. The object for him was not
to see whether 80 dB tones received an
average loudness judgment greater than
did 60 dB tones (at the 5 percent level
of significance), the equivalent of what
most of his contemporaries were doing.
What was important to Stevens was
whether a lawful relation could be seen
when data were plotted in a thought-
ful way. Large numbers of experimental
subjects were not needed to reveal the
kind of robust relations he sought; a few
colleagues or students recruited in the
hallways were enough for most of his
purposes. (p. 15107)

Teghtsoonian saw Stevens as a transitional figure
and that is true partly because of the increasing
emphasis on the neural bases of sensation since his
death in 1973 and partly because of the recognition
that psychophysics itself changed with the advent of
signal detection theory.

Signal Detection Theory: Threshold as a
Continuous Function

Boring dedicated his classic 1942 volume to Her-
mann Helmholtz, who contributed to the under-
standing of sensation and perception in many ways
(see Boring, 1942, 1950; Malone, 2009). Not the
least of his durable contributions was his scientific
rendition of John Stuart Mill’s theory of belief as
the doctrine of “unconscious inferences,” the fact
that what we call sensation is a minute part of what
is actually sensed/perceived/noticed. Our expecta-
tions play a far larger part than Fechner realized
and, ironically, it was Fechner’s writings on colored



shadows that remain colored after the causal illumi-
nation is changed that convinced Helmholtz of that.
Other examples abound: We unconsciously infer
phantom limbs and misjudge distances if sensations
from the stump of a limb or clearness of air lead to
customary sensations of limbs or distance.

Since we now recognize that expectations and
motivation play a very large part in psychophysical
data, the notion that organisms act as more or less
pure detectors of physical stimuli has been dismissed.
This was made especially clear when a chain of Brit-
ish coastal radar stations was set up to detect Ger-
man bombers before 1940 and difficulties arose in
distinguishing airplanes from flocks of birds. The
same problem arose in America as communications
engineers analyzed the intelligibility of messages in
noise in long-distance telephone lines. These practi-
cal problems of accurate detection led to signal detec-
tion theory (SDT; see Volume 1, Chapter 30, this
handbook), which separates the sensitivity (d") of the
detecting organism (or a machine) from the criteria
for target detected (B). This is plotted as a receiver-
operating characteristic curve, that tracks correct
detections versus false alarms and shows changes in
threshold as a function of criterion changes.

The theory was described in detail by Green
and Swets (1966). Nevin (1969) reviewed their book
soon after its appearance after analyses had already
been applied in animal research. A review of animal
research applications was later provided by Alsop
(1998). Figure 1.5, taken from Blough (1967), shows
a pigeon’s (White Carneaux, Columbia livia) response
to wavelength stimuli. The axes are equivalent to
hits (Y-axis) and false alarms (X-axis), as the pigeon
pecked “yes, this is 482 nm” (yellow to a normal
human eye), as that color and other wavelengths
were presented. The data points closer to the diago-
nal reflect lack of discrimination (small d") and those
bowed up in the upper left corner show better dis-
crimination (larger d') as high percentages of hits and
low incidence of false alarms. Each of those curves is
actually a threshold, corresponding to a color repre-
senting the pigeon’s varying tendency to say “yes.”

John Swets was a founder of SDT and titled a
1961 article, “Is There a Sensory Threshold?” He
argued that the very concept of a threshold has been
based on analogy with the neuron’s all-or-none
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FIGURE 1.5. Blough’s data in SDT form. From

“Stimulus Generalization as a Signal Detection in
Pigeons,” by D. Blough, 1967, Science, 158, p. 641.
Copyright 1967 by The American Association for
the Advancement of Science. Reprinted with
permission.

reaction and that Fechner himself clearly recog-
nized the difficulties associated with the whole idea.
Fechner knew that the data never reflected purely
sensory processes and that the subject’s motiva-
tion/response criterion was important. In fact, the
simplest psychophysical method, ascending and
descending limits, was specifically devised to can-
cel out the subject’s tendency to commit “errors”

of habituation and anticipation. Swets felt that
sensation (the threshold) is a continuous variable
and that is why Fechner proposed the existence of
negative sensations, or partial thresholds (Malone,
2009), bodily responses below the threshold of
awareness. Such phenomena were ignored by subse-
quent psychophysicists, a fact that Swets deplored.

Empirical Stimulus Generalization
Gradients

The study of stimulus generalization and discrimi-
nation is fundamental to an understanding of behav-
ior and operant methods have proven particularly
useful in this area (see Chapter 15, this volume).
Indeed, in what was perhaps B. F. Skinner’s last
reference to this method he pointed to the pivotal
pigeon work of Guttman and Kalish (1956), who
pioneered the use of empirical stimulus generaliza-
tion gradients (Malone, 1999). They paired food
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access with pigeons’ (Columbia livia) pecking a disc
illuminated with a specific wavelength, such as

550 nm, that looks greenish yellow to humans. Then
during test sessions in extinction many brief pre-
sentations of a range of wavelengths were presented
without food, producing a gradient of response cen-
tered around the training stimulus, giving a rough
index of the pigeon’s judgment of similarity.

Their work was the impetus for many subsequent
studies, perhaps culminating in that of Honig and
Day (1962), who used generalization testing as a
psychophysical tool in the demonstration that stimu-
lus differences in wavelengths of two filter-produced
colors can serve as a discriminable continuum, so
that pigeons’ responding during extinction testing
varied according to the difference in wavelength of
two simultaneously-presented hues. That is, a differ-
ence of 40 nm was designated as S+ during pretrain-
ing and responses to differences in pairs of stimuli
of 10nm, 15nm, 35nm, and so on to 70nm formed
a gradient during testing, just as stimuli presented
alone produce standard gradients of response.

Of course, testing in extinction (food withheld)
meant that the gradient changes through a session as
responding fades and the average response rate was
often taken to represent the whole session. Work
with human and animal subjects has led to a bewil-
dering array of variables that influence the shape of
generalization gradients and Rosemary Pierrel (1958)
introduced an improved method, steady-state train-
ing, in which food (or other payoff) remains available
for responses to the training stimulus as various other
stimuli on the same continuum are added.

Figure 1.6 illustrates that technique used by
Blough (1967) that depicts the SDT data in Figure 1.5
plotted in conventional generalization gradient form.
Such gradients can be maintained over days, weeks,
and months as changes in stimulus conditions are
made (see Blough, 1975; Malone & Staddon, 1973).

One factor that is often, if not always, influential
in determining gradient form and sensory judgments
in general is the particular set of stimuli used—the
“context” of stimulation and sequential effects among
stimulus presentations (e.g., Malone & Cleary, 1986;
Nevin & Shettleworth, 1966; Malone & Rowe, 1981).
The importance of sequential effects in determining
sensory judgments was shown by the work of Harry
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FIGURE 1.6. Blough’s data in generalization gradient
form. From “Stimulus Generalization as a Signal
Detection in Pigeons,” by D. Blough, 1967, Science, 158,
p. 641. Copyright 1967 by The American Association
for the Advancement of Science. Reprinted with
permission.

Helson, who developed a framework for analyzing
context effects.

Adaptation Level Theory

Helson (1964) showed that judgments of stimuli
used in psychophysical experiments, as well as
judgments of esthetics and of the tastes, smells, and
sights of daily life are always dependent on context.
They are all made in reference to an adaptation level
(AL). If judgments are made of the values of stimuli
arranged along a simple continuum, such as bright-
ness, loudness, or flicker frequency, stimuli below
AL tend to be judged as weaker (less intense, fainter)
than values above AL, which are judged as stronger
than their ordinal position warrants.

AL is not fixed—it is set and reset by stimuli
immediately present (focal stimuli), background stim-
uli (e.g., those comprising a large set presented during
a session) and residual stimuli (e.g., representing the
pooled effects of past experience). Adaptation-level
accounts vary in complexity; Helson’s (1964) version
required the calculation of weighted log means of
values of stimulation during, immediately preceding,
and long preceding the presentation of a stimulus
value. Only then could an AL be calculated and the
effect of a current stimulus be determined

More recently Viktor Sarris (2006) argued for
what he calls relational psychophysics and urged



comparative studies that take into account more
than simple sensory effects. To underscore the com-
parative aspect, the cover of his book features a baby
in a high chair facing a large chicken standing on
the tray The data gathered by his research group led
him to a multiple-stage perceptual-cognitive theory
that he proposes as better than current frame of
reference theories like Helson’s. But Sarris’s theory
loses the appealing simplicity of AL theory.

Simpler definitions of AL are more common in
the literature. Malone et al. (2004) showed that
AL effects are easy to show using a flickering-light
continuum of seven frequencies ranging from 13 Hz
to 34 Hz in 3-Hz steps. They found that pigeons’
responding to an ascending series of stimuli when
S+ was the center of the series (25 Hz) was elevated
at 22 Hz, the value preceding S+, and during the
descending series 28 Hz brought peak responding.
They proposed that an AL produced by the lower
frequency flickers during the ascent increased the
effective frequency of 23 Hz and the reverse, high
AL caused by the descent (34 Hz and 31 Hz) ren-
dered 28 Hz effective.

CONTEMPORARY ANIMAL
PSYCHOPHYSICS: SELECTIONS FROM
VISION RESEARCH

Three exemplars of recent work in animal psycho-
physics provide a glimpse of research with three
very different animal groups. William Hodos is well
known for his work with birds’ achromatic vision,
and Christa Neumeyer is authoritative in goldfish
color vision. I finish this section with a sketch of
some of the amazing work of Michael Land, whose
landmark study of the vision of jumping spiders
remains a model of ingenuity.

“What Birds See and What They Don’t”
That is the title of a 2012 lead chapter by Hodos,
who probably knows more about avian vision than
anyone, past or present. His attention is limited here
to achromatic vision and visual acuity, not the much
wider and complex topic of avian color vision.

Assessing spatial acuity. In addition to the three
classic psychophysical methods, Hodos (2012)
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described the two methods currently used to assess
visual acuity (see Chapter 3, this volume). The
quickest method is the electroretinagram (ERG) that
requires only a single session. A recording electrode
is placed on the cornea and the retinal response to
brief light flashes can be assessed. By varying the
intensity of the light, using the method of limits,

a threshold can be estimated. To determine spatial
acuity, a patterned grid stimulus may be presented,
comprising a field of lines with varying spacing

so that “minimum separable acuity” can be found
(Hodos, 2012, p. 14).

The line pattern is a grid and these have been used
to estimate spatial frequency discrimination, allowing
us to estimate the visual image resolution of a variety
of animals, including human infants. Hodos (2012)
argued convincingly that sine wave (sinusoidal) grids
are far better than step function (square wave) grids,
even though the step looks like a simple, clean light/
dark transition and the sine wave seems a blurred
or smudged product. But appearances are deceiving,
because a 1 kHz sine is the clean display, comprising
a single frequency. If we superimpose a 3 kHz signal
on the original and then add a 7 kHz wave, our oscil-
loscope will show that we are approaching a square
wave and we realize that a step-function grid is com-
posed of who knows what sine waves, just as a Fou-
rier analysis shows that any sound is decomposable to
sine waves of many frequencies.

Birds seem to have poor acuity. A person’s thumb
at arm’s length subtends about 2° visual angle and
if it covered the grating of Figure 1.7 it would
comprise about 5.5 cycles per degree visual angle
which is in the range of greatest acuity for humans.
If we are asked to discriminate that grating from
gray, we find that our ability decreases as frequency
increases, with a limit of about 30 cycles per degree
(30 ¢/d). Surprisingly, birds have poor vision if
achromatic acuity is the standard. Their maximum
spatial resolution, on the basis of contrast sensitivity,
ranges from 6-8 cycles/degree (c/d) in generic owls
to 12-18 ¢/d in pigeons, and 15-33 in corvids, con-
trasted with 30 ¢/d in humans. That seems a poor
showing for birds until we consider raptors. The
acuity of falcons ranges from 40-73 c/d and eagles
score an incredible 120-143 ¢/d. A kestrel, with an

17



John Malone

acuity of 43 ¢/d can hover at an altitude of 12 m and
detect a stationary prey .25cm long. An eagle with
spatial acuity of 130 c/d can spot the same tiny prey
from 35 m, roughly the height of a ten-story build-
ing. These feats are possible because of the raptors’
high density of photoreceptors and a deeply-pitted
fovea that acts as a sort of telephoto lens. But an
ordinary bird, like the songbirds we see every day,
has an acuity far inferior to our own, according to
contrast sensitivity data. However, maximum spatial
resolution is not the only measure of acuity—there
is the matter of contrast thresholds with fixed spatial
frequency. But, for most birds, Hodos (2012) finds
that the degree of contrast between light and dark
bars on a grid must differ by 10-20%, assessed either
by sinusoidal grid or ERG, whereas for humans, the
Weber fraction can be less than 1%.

Incredibly, human visual acuity seems better than
a pigeon’s in bright light and almost as good as an
owl’s in low light. It is only when the illumination is
very low that the owl shows its superiority and that is
because of the greater light gathering capacity afforded
by larger pupil size. In camera lens terms, the human
f2.0-2.5 is no match for the owl’s f 1.2-1.4 or even
the pigeon’s f 1.7. Hawk and eagle f stops are no better
than ours, because their depth of field is less a concern.

Critical fusion frequency. A tapping sound
becomes a tone once a critical frequency is reached,
say 55 Hz, depending on intensity, and a flickering
light appears steady at about the same frequency
(this happens at a far lower frequency in patients
with dementia). The critical fusion frequency (CFF)
also depends on the intensity of the flashing light
and on the species of the observer. All birds tested
for CFF with light exceed human capacities, so that

FIGURE 1.7. A grid used in assessing discrimination
of spatial frequency.
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a chicken can distinguish a flicker of 105 Hz and

a pigeon can distinguish a flicker of 77 Hz from a
steady light. Pigeons were found to quickly learn to
discriminate flicker frequencies from 13 to 34 Hz, in
3-Hz steps; under similar conditions, human observ-
ers see 34 Hz as a steady light (Malone et al., 2004).

Cautions in making interspecies comparisons.
Hodos (2012, p. 11) warns us that despite the count-
less studies using many kinds of gratings and lumi-
nances, the acuity ranges cited previously can be no
more than rough approximations. Spatial frequency
of gratings and luminance do not tell us what the
illumination of the retina is (that is, in trolands, or
cd/m? through a 1 mm? pupil), because pupil diam-
eter is almost never reported. Also neglected is the
axial length of the eyes, which also affects illumina-
tion, so that the short axial length of a small bird’s
eye is illuminated more than is the retina of a larger
eye. Greater illumination and the larger image of

the small eye and the small birds’ ability to focus on
much closer targets could compensate for apparently
poor acuity when confronted with a grating. More
important, these acuity estimates are always done
with achromatic stimuli and that deprives the bird of
chromatic vision, which is vitally important to most
birds. But that aspect of sensory science has been
best studied in goldfish, not birds.

Color Vision: Neumeyer and

“Goldfish White”

Christa Neumeyer (2012) believed that the only
way to study color vision (see Chapter 3, this vol-
ume) is through behavioral experiments. And even
if an animal shows reliable choice with brightness
held constant, the response may be dependent on a
receptor’s sensitivity to polarization, motion, or just
a general phototaxis. In all these cases there could
be a “wavelength-specific behavior,” but no true
color vision, which must involve all known photo-
receptor types.

One of many examples of careless misinterpreta-
tion that I add to her account lies in the color vision
of the mantis shrimp (Odontodactylus scyllarus). This
creature has 12 or more chromatic receptors per eye
and it was easy to assume, as media reports did, that
its world of color was far richer than ours, limited



as we are to three cones. When careful behavioral
testing was carried out by Thoen, How, Chiou, and
Marshall (2014), who trained the shrimp to respond
to ten wavelengths, ranging over 400-650 nm, test-
ing showed that they were able to discriminate pairs
separated by 50-100 nm, but could not distinguish
wavelengths separated by 12 or even 25 nm. This
poor color acuity showed that it is not the number
of wavelength-specific receptors that is important, it
is the capacity to deal with patterns of inputs from
however many individual receptors.

The goldfish as model.
essential, but difficult and time consuming, so it

is helpful to choose a good subject and procedure.
Neumeyer (2012) recommends the goldfish, which
is tame, smart, and has a retina that is well under-
stood. Indeed fish have served as subjects in vision

Behavioral studies are

research since at least the 1913 work of Karl von
Frisch, who demonstrated that minnows can dis-
criminate all the colors that humans do. Other fish,
amphibians, and reptiles have served as subjects,
particularly in studies of the retina, because their
photoreceptors can be ten times the size of those
found in birds and mammals.

In a typical experiment, the goldfish faces a pair
of adjacent wavelength fields equated for bright-
ness and saturation at one end of its tank; it is
fed for swimming toward one and nosing a lever.
Alternatively, a specific wavelength display may
be presented at lower and lower intensity until the
fish cannot distinguish it from darkness and then
made gradually more intense until discriminable,
using the method of descending and ascending
limits. Neumeyer (2012) used such a method to
show that goldfish cones’ peak sensitivities lie at
approximately 660 nm, 530 nm, and 400 nm, cor-
responding to red, green, and blue, and the 350 nm
ultraviolet cone means that the color triangle that
describes human color vision becomes a tetrahe-
dron to include the color combinations possible in
goldfish vision. She noted that the UV capability was
actually demonstrated 60 years ago but, as is often
the case, that report was ignored.

Because the combination of three primary col-
ors produced by incandescent light and filters
produces a human’s experience of white, a xenon
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light must be added to produce the UV for “goldfish
white.” Neumeyer (2012) described the methodology
required to show true tetrachromacy in goldfish; that
is, she could match any color for the fish only with
four primaries. This required a daunting course of
research during the 1990s, described in general form
throughout her 2012 chapter. Like humans, goldfish
show color constancy, treating a color as unchanged
despite great differences in the illuminant (e.g., when
the yellow of morning becomes the blue of evening).
And, like humans, their opponent color system means
they also do not see red-green. But goldfish do “see
white,” though it is xenon-white and they can distin-
guish it from our tungsten white.

Vertebrate color vision in general. Neumeyer
(2012, pp. 35-39) supplied us with a succinct sum-
mary of color vision in vertebrates that appears as
up to date as that offered in other current sources
(e.g., Jacobs, 2009). I further summarize in the fol-
lowing paragraphs.

Neumeyer (2012) explained that twenty thousand
species of fish (half of all vertebrates) live in myriad
environments, from muddy ponds to clear coral reefs,
and sensory equipment varies greatly. We find fish
with monochromatic vision and others with up to four
cone types. Perhaps a third have UV capability and
often that offers protection from harmful short-wave-
length light. Even rods may vary and at least three
kinds of rods have been reported in fish. Amphibians
are difficult to handle in testing environments, but are
usually trichromatic, with UV sensitivity.

Reptiles and birds have oil droplets associated
with their cones, as Watson reported in 1914, and
they probably act as cutoff filters modulating cone
activity. The droplet attached to the S (blue) cone is
clear, that with the M cone is yellow and the L cone
has an orange/red droplet. The common red slider
turtle’s color vision includes UV sensitivity, as shown
in color matching, and a color range of 400-600 nm,
but unlike goldfish, acuity between 450 and 520 nm
(which humans see as blue/green) is lacking.

The first UV receptors were found in vertebrates,
not in insects. Pigeons not only show a range of at
least 380 nm to 600 nm, but have two functional
foveae, a frontal view with red droplets and a lateral
with yellow droplets and better UV sensitivity.
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In color naming using a MTS (matching to sample)
procedure they exceed all other nonprimate species.
Their four-cone retina is common to many bird
species.

Mammals are not color blind, but it has taken a
lot of research to show it (e.g., Jacobs, 2009). Dogs,
deer, ground squirrels, pigs, and many other mam-
mals are dichromatic, lacking the long-wavelength
(L/red) cone, with sensitivity peaking at 500 nm
(green) but without UV sensitivity. Mice and rats are
sensitive to UV, and to middle-wavelength stimuli.
Old-world monkeys are trichromatic like humans,
but new world monkeys seem all to be dichromatic
with the exception of some females, which can be
trichromatic.

Marine mammals are difficult subjects for psy-
chophysical research. Whales and seals have no
short-wavelength cones, much less UV sensitivity.
They appear to possess only an M (mid-wavelength,
green) cone, which has seemed odd to many inves-
tigators, because the deep ocean is blue and green
seems better suited to coastal waters. In any event,
one cone is not enough to allow any kind of color
vision, because color is the product of the pattern of
response of at least two kinds of chromatic recep-
tors. This led to speculation by Griebel and Peichl
(2003) that perhaps some M-cone/rod interaction
allows some color vision and accounts for the find-
ing that aquatic mammals can discriminate blues
and greens from all shades of gray.

Color vision is common in vertebrates and prob-
ably originated as tetrachromacy and trichromacy
that disappeared in mammals and reappeared in
old world primates; Jacobs (2009), the expert on
this issue, provides details. The standard reference
to trichromatic vision as an adaptation to allow
primates to distinguish ripe and unripe fruit or ber-
ries and leaves is certainly not the case or, at best,
is simple-minded. Color vision adds a huge amount
to overall visual content for primates as well as for
goldfish, reptiles, and many other species that have
no commerce with fruit or leaves.

Along Came a Spider: Ophthalmoscopy
in Salticids

Salticid (jumping) spiders may be tiny, yet their
amazingly acute vision and eerily-intelligent
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predatory behavior have made some of them, like
Portia labiate, assume an African lion aspect, inspiring
authors like Barrett (2011) and Harland, Li, and Jack-
son (2012) to compare them to carnivore vertebrates.
Those authors emphasize that Salticids show what
can be done with a tiny nervous system, though it is a
mistake to assume that the spiders perceive a world in
any way like the one that humans have constructed.

Land’s ingenious procedure. Helmholtz invented
the ophthalmoscope to show his medical students
that light enters and exits the eye and in so doing
enabled viewing of the retina in a living organ-

ism. Modern devices work a bit differently, but one
researcher used a method similar to Helmholtz and
constructed an ophthalmoscope to apply to spider
retinas. This astounding feat was accomplished by
Michael Land in 1969 when he was a postdoctoral
fellow at Berkeley. The device that he built required
almost no funding and 36 years later he said that
“Bugs and humans are both cheap, compared with
cats and monkeys . . . and I like to do my own work.
So I'm cheap to run” (Land, 2005, p. R281). His
subjects in 1969 were jumping spiders, the largest of
which (Phidippus johnsoni) may reach 11mm long,
and his findings remain a standard reference for
researchers such as Harland et al. (2012).

Salticid spiders are known for visual equipment
that provides incredible spatial acuity equal to a
pigeon’s, and color vision with “true form vision”
in eyes with no more than a few thousand photo-
receptors (Land, 1969). Land was concerned with
only the two forward-facing principal eyes, not the
six secondary ones that serve an accessory func-
tion. The main eyes have a corneal lens mounted in
two eye tubes with a secondary lens that produces
a telephoto effect. Land knew that the eyes were
movable, show nystagmus, and can distinguish
prey from potential mates at distances of at least ten
body lengths, meaning that an image covering 100
receptors at most can be assessed by the spider. This
could only be possible if repeated scanning occurred
and Land showed that the retinae move back and
forth across the target, while simultaneously par-
tially rotating around the visual axes of the eyes.

Land’s (1969) ophthalmoscope comprised a 6v
car headlight bulb source passing light through a



collimated (light-aligning) lens, a focusing lens, a
second collimator, and finally focusing on the cornea/
lens of the spider, which was tethered. A beam
splitter allowed the observer, at right angles to the
beam, to see either the corneas or the retinas of the
spider’s eyes. Various stimuli to evoke eye move-
ments were inserted just past the initial lens and
projected into the eyes. Though its direction of gaze
was fixed and the spider stuck to a waxed card,

it could move, because it “held a light card ring
between its feet, round which it could move at will
without moving its body” (p. 473). The observer
tracked the movements of the two anterior eyes by
moving a grid line in the image plane that he kept
aligned to the inner edges of the retinas. As the eyes
moved, two pens recorded the eyes’ positions as he
followed them.

Through this
remarkable method and the dissection of several
specimens, Land (1969) was able to show that the
eyes (or eye tubes) are controlled by six muscles on

Through the jumping spider’s eyes.

each eye with each muscle controlled by a single
neuron. The eyes move together, though not con-
nected, and rotate as much as 30° right and left so
that constant movement, including saccades, seems
to effectively compensate for the lack of number of
photoreceptors. The fields of view of the two retinas
do not overlap, though they do superimpose on a
stimulus dot that is moved into their view and they
track it as it moves. When it stops, scanning move-
ments begin as regular periodic horizontal move-
ments, along with slower rotation of the eye tubes
and retinas.

Though these spiders have no real fovea, the
centers of their boomerang-shaped retinas have ten
times the density of the periphery and four layers of
cells, whereas there are only two in the periphery.
Thus, the retinal peripheries, as well as the six side
eyes respond so as to bring a new moving stimulus
to the front, followed by a saccade to place the target
in the center of the retinas. The scanning that comes
next is “without parallel in any other visual system”
(Land, 1969, p. 489) and is followed by “watching”
the target for a few seconds and then one of five gen-
eral actions. The spider may move toward the target
and attack, begin a courtship dance (male), remain
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still (if female), flee, or walk away. How the spider
discerns prey from mate from predator has puzzled
every researcher who has studied these animals and
previous work led Land to propose that the geom-
etry/form of the object is key. If it is small, dark, and
moves, the spider will be prone to attack, unless the
target has a pair of oblique lines on each side, mean-
ing that it is another salticid. The scanners seem to
be looking for those “spider-leg” lines. Perhaps each
retina has an oblique-line detector, similar to the bar
detectors in the cortex of higher vertebrates.

That cannot be the whole story, because the simple
cells and their elaborations in the visual cortex of
cats, monkeys, and humans do not begin to account for
perception—perhaps the amphibian “bug detector”
is a more apt analogy. Further, Land (1969) knew
that jumping spiders can recognize spider-like targets
rotated through 90° and 180°, so the comparison with
cortical edge detectors is misplaced. But at least we
now know how it sees, if not how it knows what it sees.

CONCLUSION

Animal psychophysics is an integral part of sensory
science and far too vast a field to summarize com-
pactly; I take some comfort in the fact that previous
authors have had the same difficulties that I experi-
enced. Needless to say, my inclusion of exemplars
and even of references had to be arbitrary, since the
number of excellent options seems endless. But the
most useful reports remain those that are written

in the way that S. S. Stevens preferred. That is, they
come in plain language, detailing the procedures that
were involved and drawing conclusions that seem
justified without use of jargon or anthropocentric
interpretation. They do not depend on wildly specu-
lative neural bases or use cognitive processing lan-
guage as an appeal to the popular media.

Any treatment of psychophysics must include
Weber and Fechner and the simple psychophysical
methods that are still useful even if we are not trying
to prove mind and body identity. Stevens showed that
Fechner was wrong and that judgments of sensation
intensity increase geometrically, not arithmetically,
as stimulus intensity increases geometrically, so a
power function replaced Fechner’s classic equation.
Stevens’s reformulation and direct scaling methods
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might have had more influence if not for the revolu-

tion brought by signal detection theory in the 1960s,
which showed that the subjects’ criteria for detection
could be more important than the strength of stimuli
to be detected.

The final section is meant to convey examples of
research programs that are models for the kind of
work that advances understanding in comparative
psychophysics. Hodos (2012) and Neumeyer (2012)
exemplify the kind of painstaking long-term focused
research that ignores the pressure of appeals for
presentations that the media can present as “break-
throughs.” Thankfully, theirs are not the only exam-
ples of such programs. The final section illustrates
what can be accomplished by a lone researcher with a
small budget. Land’s construction and use of an oph-
thalmoscope for in vivo research with spiders the size
of a small kernel of corn, as well as his subsequent
work on vision has inspired a host of subsequent
researchers.
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CHAPTER 2

HEARING AND COMMUNICATION

Georg M. Klump

Acoustical signaling forms the basis for many
important communication mechanisms not only

in humans, but also in many nonhuman species.
The complexity of speech and the large repertoires
of song elements produced by some birds provide
prime examples for the complex and highly evolved
acoustic communication in social interactions

(see ten Cate, 2014; see also Volume 1, Chapters
26 and 30, this handbook). Repertoires of bird
song elements can include more than 1,000 items
(J. M. Moore, Székely, Buki, & Devoogd, 2011)
and bird song has been demonstrated to have a
syntax resembling the syntactical structure of
human speech (e.g., Berwick, Okanoya, Beckers, &
Bolhuis, 2011). In addition, the majority of bird
species learn their songs by vocal imitation that

in many aspects resembles human vocal learning
(Doupe & Kuhl, 1999). These striking parallels in
the processes underlying human and bird commu-
nication have provided the motivation to often put
birds in the focus of comparative studies of hearing
and communication (see Volume 1, Chapter 26,
this handbook).

Evolution has adapted signal structure to specific
functions (see Volume 1, Chapter 30, this hand-
book). Territorial signals have evolved structures
that support broadcasting the sounds over a large
distance (Brumm & Naguib, 2009), whereas some
alarm signals are mainly for private communica-
tion of prey avoiding detection by a distant predator
(Klump, Kretzschmar, & Curio, 1986). Signals serv-
ing to attract mates are also optimized for good trans-
mission and often have features that advertise the

http://dx.doi.org/10.1037/0000012-002

APA Handbook of Comparative Psychology: Vol. 2. Perception, Learning, and Cognition, J. Call (Editor-in-Chief)

signaler’s quality (e.g., W. Fitch & Hauser, 2003).
However, some signals are not necessarily honest to
best serve their functions.

Adaptations for acoustic communication not
only occur on the sender’s side but also in the
receiver’s auditory system. Ears have evolved that
can detect both faint signals and at the same time,
function for processing signals with levels ranging
over six orders of magnitude (e.g., Manley, 2000;
Nobili, Mammano, & Ashmore, 1998). High sen-
sitivity is especially important for nocturnal preda-
tors detecting prey, and the most sensitive hearing
among all vertebrates has been found in owls
and cats (e.g., Dyson, Klump, & Gauger, 1998;
Neff & Hind, 1955; see Figure 2.1).

Usually, however, the hearing system has to
function well above the absolute hearing threshold
of the ear. This suprathreshold hearing determines
how well communication is possible in the natu-
ral, noisy world. Tree-frog (Hyla spp.) choruses,
in which a female chooses a mate on the basis of
his advertisement signals, are among the loudest
acoustic environments created by the cacophony of
hundreds of males acoustically competing for the
female (e.g., Gerhardt & Klump, 1988; Schwartz &
Bee, 2013). Need for communication in noisy
cocktail-party situations is not limited to human
subjects (Bee & Micheyl, 2008). Environmental
noise because of wind or traffic also has a profound
impact on the receiver’s ability to detect and recog-
nize signals above auditory threshold (Brumm &
Slabbekoorn, 2005). Humans and animals have
developed a remarkable ability to cope with
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FIGURE 2.1. Auditory threshold of some representative

animal species obtained in quiet (human: International
Organization for Standardization, 1961; Indian ele-
phant: R. Heffner & Heffner, 1982; Rhesus macaque:
Pfingst et al., 1978; cat: Neff & Hind, 1955; mouse:
Ehret, 1974; Mongolian gerbil: Ryan, 1976; zebra finch:
Okanoya & Dooling, 1987; barn owl: Dyson, Klump, &
Gauger, 1998).

complex acoustic scenes with sounds from many
sources, an ability termed auditory scene analysis
(ASA; Bregman, 1990). ASA mechanisms allow the
receiver to separate sounds from different sources
and group sounds from each source thus providing
for an improved ability to analyze signals broadcast
by each sender separately.

One chapter cannot cover every facet of hear-
ing and acoustic communication in detail but
can only provide an introduction to the basics.
Throughout the chapter, I provide the reader with
additional references that provide a deeper insight.
After introducing the physical features of sounds,
I provide insight on the constraints in acoustic
signal production and transmission, and discuss
signal features that affect detection and discrimina-
tion. Next, communication is looked at from the
receiver’s perspective. The functional principles of
hearing organs are elucidated, as well as the general
processing mechanisms in the neuronal auditory
pathway leading to perception. Finally, the study
of perception in animal models is illustrated using
examples related to detection, discrimination,
localization, and the analysis of signals in complex
acoustic scenes with many active sound sources.
General introductions to human communication
and auditory perception are provided by B. C. J.
Moore (2012) and Plack (2014).
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PHYSICAL FEATURES OF ACOUSTIC
SIGNALS

The physics of acoustic signals makes these ideal
for communication. Acoustic communication does
not require a line of sight between the sender and
the receiver because sound waves can travel around
obstacles on their path from sender to receiver. The
transmission distance can be adjusted by setting the
sound pressure level (SPL) of the signal broadcast
by the sender and by the choice of spectral composi-
tion of the signal (Brumm & Naguib, 2009). SPL is
measured in decibel (dB) which is proportional to
the logarithm of a ratio of two sound pressures:

Sound pressure level [dB] = 20 * log10
(pressure 1/ pressure 2)

If pressure 2 has the value of 2 * 107> N/m?
(i.e., Pa), which is the sound pressure at approxi-
mately the human absolute hearing threshold, the
unit of sound pressure is dB SPL. It has a value
of 0 dB SPL at about the normal absolute hearing
threshold of human subjects and ranges up to values
of 120 dB SPL for very loud sounds that can damage
sensitive ears. Loudness is the perceptual entity that
represents sound pressure.

The spectrum of a signal is characterized by
the SPL of each tone frequency contributing to the
signal. The frequency of communication signals
that different animal species use (see Figure 2.2)
may vary from less than 30 Hz (termed infrasound
frequency range with respect to the lower frequency
limit of human hearing) to up to 200,000 Hz
(termed ultrasound frequency range, relative to the
upper limit of human hearing of about 18 kHz).
Most other mammals have a higher upper frequency
limit of hearing than humans and thus can use a
larger frequency range for signaling (H. Heffner,
Heffner, & Heffner, 1998). Infrasound sensitivity is
only found in some exceptional cases, for example,
in elephants that have been shown to use very low
frequency communication signals (R. Heffner &
Heffner, 1982; Payne, Langbauer, & Thomas, 1986;
see Figures 2.1 and 2.2B). Tonal signals mainly
contain spectral energy at one frequency. However,
the sound producing apparatus often creates signals
with multiple frequency components that are either
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FIGURE 2.2. Spectrograms of exemplary communication sounds:

(A) human speech (male subject uttering the sentence “I love school”),

(B) infrasonic call of Indian elephant (data from Payne et al., 1986), and (C)
zebra finch song (data from ten Cate, 2014). In the spoken sentence and

in the bird song sequence, harmonic complex signals can be seen

(parallel line in the spectrum) with components starting simultaneously.

integer multiples of the fundamental frequency
(termed harmonic frequencies; see Figure 2.2A and
2.2C) or it produces noisy sounds that include a
range of nonharmonic frequencies (see Figure 2.2A).
Pitch is the perceptual entity that represents the
frequency of a tonal signal. The pitch of a harmonic
complex tone represents the frequency of the funda-
mental. Noisy sounds have no clear pitch. As with
harmonic complex tones, noisy signals can elicit a
perception of timbre (i.e. a sound quality in percep-
tion that is related to the shape of the spectrum).
Besides the spectral composition, temporal pat-
terns of signals can be relevant for communication.
Overall signal duration is relevant for detecting
signals: Long signals can more easily be detected
because these contain more sound energy than short
signals (e.g., Pohl et al., 2013). Variation of the SPL
over time, which can be described by the spectrum
of the signal envelope, is characteristic for many sig-
nals. Speech, for example, has envelope frequencies
of a few Hz. Regularly repeating rapid envelope vari-
ation is typical for sinusoidally amplitude modulated

(SAM) sounds. Up to envelope frequencies of about
100Hz, SAM communication sounds are mainly
analyzed in the time domain by the auditory sys-
tem. At higher envelope frequencies, the auditory
system processes the SAM in the frequency domain
(Joris, Schreiner, & Rees, 2004). The shape of the
signal envelope (e.g., the “ramps and damps”) is
also of perceptual relevance (e.g., Irino & Patterson,
1996). We experience this if we reverse a recorded
sound and play it back. In some frogs, ramps have
been shown to be relevant for species recognition
(Gerhardt & Schul, 1999). Recently, there is an
increased interest in the temporal fine structure of
signals, that is, the temporally repeating patterns
that characterize the carrier on which the amplitude
modulation is impressed (B. C. J. Moore, 2014).
Temporal fine structure analysis can enhance speech
perception in noise or support localization of sound
sources. Sharp transients of signal level at onset and
offset may also support sound localization.

These physical features of communication
sounds described as separate entities are often
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integrated in perception (e.g., in the segregation

of sound sources in complex acoustic scenes).

The apparatus producing communication sounds
automatically will create common onsets and off-
sets of the frequency components that will then be
grouped in perception on the basis of common level
transients (e.g., Figure 2.2C). Harmonic tone com-
plexes used in communication are produced by the
sound source (e.g., the vocal folds), emitting pulse
trains. Thus, harmonicity that is due to the physics
of the sound producing mechanism has established
itself as a strong grouping cue for frequency compo-
nents of sounds originating from one source

(e.g., Darwin, 2008).

PHYSICAL CONSTRAINTS TO ACOUSTIC
COMMUNICATION

To address the intended audience, the signaler has
to take the laws of physics, which affect optimal
signal design, into account. The receiver can also
make use of these fundamental physical principles
for improving perception, especially if signals are
degraded or masked. How physics constrains sound
production, transmission, and perception is outlined
in the sections that follow.

Sound Production

The frequency range for efficient sound production
(important for long-range communication) is con-
strained by the mechanics of the sound producing
structures, their acoustic resonance, and the cou-
pling of the sounds to the medium through which
it is transmitted from the sender to the receiver.
Factors such as the size, the stiffness, and the mass
of vibrating structures as well as the size of resonant
cavities involved in producing the sounds will affect
the frequency spectrum of the signals. For example,
smaller body size confines an animal to producing
higher frequencies than a competitor with a larger
body size, because production of low frequencies

is constrained by the size of the sound producing
structures. This forms the basis for the signal fre-
quency spectrum being an “honest” reflection of
body size in animal communication (W. Fitch &
Hauser, 2003). Resonances of sound producing
structures serve to enhance a narrow range of
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frequencies or shape the spectrum of a sound pro-
duced with a wide range of frequencies (Riede,
Suthers, Fletcher, & Blevins, 2006). The resonance
frequency of the wings of a cricket will determine
the frequency spectrum of its advertisement songs
for attracting mates (Mhatre, Montealegre, Bala-
krishnan, & Robert, 2012). In human speech
production, the resonance characteristics of the
vocal tract and the mouth determine the frequency
peaks in the spectrum of sounds (termed formants)
that are used to categorize different vowel sounds
(Peterson & Barney, 1952). Only the sound energy
that is coupled to the medium for transmission and
that is also monitored by the receiver is relevant for
communication. For example, some stridulating
bugs will transmit the sound through the stems of
a plant to attract mates while effectively avoiding
attracting acoustically hunting birds using airborne
sound (e.g., Virant-Doberlet & Cokl, 2004). Under-
water sounds are restricted to the body of water
and are not efficiently crossing the water surface
to be converted to airborne sounds that humans
can perceive well. This limit is due to the imped-
ance mismatch between water and air and isolates
humans from animals communicating in the water.
Sound producing structures are rarely omnidi-
rectional (Larsen & Dabelsteen, 1990). Emission of
high-frequency sounds usually is more directional
than the emission of low-frequency sounds. Direc-
tionality can be a disadvantage if there is no pre-
ferred direction (e.g., in sounds used for attracting
mates). One strategy to overcome this disadvantage
would be turning the sound source during produc-
tion, as can be observed in many birds singing. If,
however, a high directionality is advantageous,
morphological structures allow forming a sound
beam for emission of signals. Such a sound beam
can be used to address specific receivers or, in echo-
location, to inspect certain structures in the environ-
ment (Surlykke, Ghose, & Moss, 2009).

Sound Transmission

The modifications of the sounds on the transmission
path from the sender to the receiver limit the detect-
ability of sounds and the utility of some of the phys-
ical features for recognizing signals (Klump, 1996;
Wiley & Richards, 1982). Sound level decreases



with increasing distance from the sound source,
which provides a major limitation to the detectabil-
ity of communication sounds. This decrease because
of attenuation by geometric spreading (in theory, for
an omnidirectional source) amounts to 6dB per dou-
bling of distance. This change in level, however, can
be modified by a deviation from the omnidirection-
ality of the source and by frequency specific effects
of absorption of sound energy, sound reflections on
surfaces, and diffraction. If, on the one hand, the
transmitted sound is confined to one segment in

the environment (for examples, see Bass & Clark,
2003; Wiley & Richards, 1978) the reduction in
level with distance can be lower than 6 dB per dou-
bling. Diffraction of sound affected by the density of
the medium (e.g., because of temperature gradients
and reflections on surfaces) may help to confine

the sounds to a layer parallel to the surface of the
earth resulting in a reduced attenuation. On the
other hand, water molecules in the air absorb sound
in a frequency-dependent manner which produces

a major obstacle to long-range communication in
terrestrial environments. Absorption of sound is
low for frequencies up to 4 kHz and increases with
increasing frequency above this level. The combined
effects of absorption by the medium transmitting the
signals, the frequency-specific reflections from sur-
faces, and the diffraction are usually summarized by
the value for excess attenuation that characterizes the
deviation from the attenuation being due to geomet-
rical spreading of sounds from an omnidirectional
source alone (Dabelsteen, Larsen, & Pedersen,
1993). Excess attenuation is especially important if
one considers large transmission distances. Because
attenuation also depends on reflections that may
lead to constructive or destructive interference
(resulting in a sound level increase or decrease,
respectively), a range of distances should be used to
obtain an estimate that reflects the environmental
conditions in general.

Besides affecting the level of the sound in a
frequency-specific manner, sound transmission also
limits the usefulness of temporal features of signals
for long-range communication. Air turbulence mod-
ulates the envelope patterns of sounds, resulting in
rapid level fluctuations (Richards & Wiley, 1980).
Reverberations because of reflections from surfaces

Hearing and Communication

will fill silent intervals within sounds with acoustic
energy and add echoes, thus obscuring temporal
structure. Thus, rapid amplitude modulation of
sounds and sharp amplitude transients are not well
preserved in long range transmission.

However, the degradation of signals with trans-
mission distance can also provide useful information
for communication for determining the distance of a
receiver from the sound source (Brumm & Naguib,
2009). Such ranging of communication signals is
useful (e.g., for evaluating the distance of a competi-
tor in territorial conflicts). It has been demonstrated
in field experiments that birds fly a larger distance if
a degraded competitor’s song rather than a nonde-
graded song is played back to them suggesting that
birds make use of degradation cues in their natural
behavior (e.g., Naguib, Klump, Hillmann, Griefs-
mann, & Teige, 2000).

Masking

If a signal is broadcast by the sender in the pres-
ence of other simultaneously active sound sources
providing background noise, the relative level of

the signal in relation of the level of the background
noise determines signal detectability (for a review

of masking effects see Klump, 1996). In general, a
signal embedded in a steady-state background noise
becomes audible if its level in a frequency filter of
the auditory system is similar to or above the level
of the background noise in that frequency filter

(i.e., a signal with a relative level greater than 0 dB).
This type of energetic masking is due to the interac-
tion of signal and masking background noise at the
sensory cells in the ear (see Figure 2.3). Fortunately,
many sound sources in the natural environment
produce signals that rapidly vary in level with time.
This variation results in peaks and dips in the enve-
lope of background noise that can be exploited for
improving signal detection. Air turbulence on the
transmission path will also create level fluctuations
of masking noise over a wide range of frequencies,
and a signal of interest that originates from another
source will carry different envelope fluctuations than
the noise background. These fluctuations can be
exploited to lower detection thresholds, a perceptual
effect that has been termed comodulation masking
release (CMR; Hall, Haggard, & Fernandes, 1984;
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FIGURE 2.3. Mechanism of sound transduction in the mammalian inner ear. (A) Cross sec-
tion through the organ of Corti. Due to the sound-generated bulging of the basilar membrane,
the stereovilli (hair) bundles of the sensory cells are deflected and the membrane potential of
the sensory cells changes. From “The Sensory and Motor Roles of Auditory Hair Cells” by

R. Fettiplace and C. M. Hackney, 2006, Nature Reviews Neuroscience, 7, p. 22. Copyright 2006
by Macmillan Publishers. Reprinted with permission. (B) Scanning electron micrograph of the
mouse organ of Corti showing a top view on the stereovilli bundles of outer and inner hair
cells (provided by Karim Boustani & Dr. Jing Chen, King’s College London). (C) Transduction
mechanism of the hair cell. Deflection of the bundle causes the opening of potassium chan-
nels, which results in a change of the membrane potential. This change triggers a sequence

of events leading to a transmitter release at the ribbon synapse that is enabled by the calcium
ions in the hair cell and results in action potentials in the auditory nerve. (D) Depending on
the stimulus frequency the two components of the membrane potential vary. At low frequen-
cies, the membrane potential follows every cycle of the stimulus (A.C. component) resulting
in phase locked action potentials. At high frequencies, the membrane potential cannot follow
the stimulus cycles and only a D.C. is observed that precludes the phase locking of the action
potentials in the auditory nerve fiber (data from Palmer & Russel, 1986).

Verhey, Pressnitzer, & Winter, 2003) or comodula- (e.g., a busy pub, a bird morning chorus) and can
tion detection difference (CDD; Cohen & Schubert, vastly increase communication distance in the

1987). Signal detection can improve by 10 to 20 dB natural environment (Klump, 1996). CMR and CDD
in fluctuating noise maskers, an effect that can make have been demonstrated in birds and mammals,
communication possible in noisy environments indicating that the mechanisms underlying improved
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signal detection in fluctuating noise must be wide-
spread (Klink, Dierker, Beutelmann, & Klump, 2010;
Klump & Langemann, 1995; Langemann & Klump,
2007). Several hypotheses have been proposed
regarding the mechanisms underlying CMR and
CDD. The auditory system can exploit time periods
of low masker amplitude (i.e., dip listening) and the
comparisons across separate frequency filters in the
auditory system to reduce masking (Verhey et al.,
2003). Furthermore, the nonlinear representation

of sound level by the ear (i.e., the compression of the
representation of sounds in the inner ear at inter-
mediate sound levels) can explain part of the release
from masking (Buschermohle, Verhey, Feudel, &
Freund, 2007).

Spatial separation of sound sources can be
exploited to obtain a release from masking. If a
source broadcasting a signal of interest and an
interfering sound source are spatially separated,
the directionality of each ear and the comparison of
sounds from the left and right ear help to segregate
the sound of interest from the interfering back-
ground. Two effects have primarily been studied in
this respect: (a) the binaural masking level differ-
ence (BMLD) and (b) spatial release from masking
(SRM). The BMLD describes an improved detection
of a signal arriving at the two ears 180 degrees out
of phase (i.e., simulating a signal coming from the
side) compared to detecting the same signal arriving
at the ears in phase (i.e., simulating a signal com-
ing from the front and having no interaural time
difference) in a noise masker that arrives at the ears
at the same time (i.e., is identical at both ears simu-
lating a source in front of the listener). BMLD has
been described for humans and for animal subjects
(Early et al., 2001; Hirsh, 1948). BMLD mechanisms
can improve low-frequency signal detection in
background noise by up to 15 dB. SRM denotes the
improved detection of signals from one location in
a masker originating from a different location. SRM
can result mainly from analyzing the sound with
the ear having the best signal-to-masker ratio of the
sound level (i.e., a better ear effect) or from true
binaural comparison in the auditory pa