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1 AN AXIOMATIC FRAMEWORK FOR SET THEORY

1.1 AXIOMS OF SET THEORY

An excellent and detailed account can be found in [1].! We just review the basic points.
We define here the Zermelo-Fraenkel set theory (ZF), a first-order predicate theory in
the language {=, €}.

Remark 1.1 We may ask the following question, in this more concrete context: “Why
an axiomatic set theory, i.e. why a theory in this formal sense?”. Consider the following
Russell’s paradox. Assume that every property gives rise to a set (this sounds reasonable
enough). Consider the property P(z) =4 x ¢ x. Then existence of a set y = {z | P(x)}
leads to a contradiction: if y € y, then y must satisfy the property P(y), and so y € y; if
y € y, then P(y) holds, and so y qualifies to be an element of y: y € y. In both cases we
reached a contradiction, and so such a set y cannot exist.

We interpret this paradox in the following way: we must be more restrictive in what a
set is (for instance y will not be a set — it is “too big”). We describe sets in the “algebraic”
fashion, listing operations which when applied to sets yield sets again. In other words,
we will build our sets from bottom up: from simple sets to more complicated sets.

In the axiomatisation we attempt to list all properties which we think hold (without
least doubt) about sets.
Now we formulate the principles in our chosen formal system of first order predicate
logic and prove some basic properties of sets.
[ZF1] Existence of a set.
(Fx)x = .

This is just to make sure that there is at least one set (note that because we have not
constants in our language, this is necessary).
[ZF2] Extensionality.

(Vz,y)[z =y ¢ (Vg)(q € z <> g € y)].
Note that one half of ZF1 is provable from the axioms of predicate calculus (Exercise):
(1.1) E(Va,y)lr =y — (Vg)(g € z <> g € y)].
We define a new binary relational symbol C (a subset):
(1.2) rCy< (Vg)lger —qey).
Exercise. Realize that
ZF1F- (Vz,y)(z =y« 2z Cy &y Cux).
[ZF2] Pairing.

(Vz,y)(F2)(Vg) (g € z > g =2V g = y).

'Relevant parts of the book are available as PDF copies on my webpage; you need to know the password
to access them.
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Let (3!z)¢(x) be a shorthand for (Jz)p(z) & [(Vz,y)(p(x) & ¢(x/y) — = = y)], where
x/y denotes the substitution of y for z. We read the quantifier 3lx as “there is exactly
one z”.

Exercise. Show

ZF1,ZF2F (Vx,y)(32)Vg)(g € z <> g =2V ¢ =y).

[Hint. ZF2 implies that there is at least one such z. ZF1 implies that there is at most
one such z: if z; and 29 satisfy ZF2, then they have the same elements, and by ZF1, this
means that z; = 29.]

As such z is unique we can add a new binary functional symbol which we denote as
{-,-} and write {x,y} for the z in ZF2.

We define a new binary operation: (z,y) (or sometimes written as (z,y)) — an ordered
pair. The definition is as follows:

(1.3) (z,9) = {{z}, {=,y}}.

ZF2 implies that (z,y) exists. We show that this definition satisfies the property which
we require of an ordered pair.

Lemma 1.2 The following holds
ZF1,7ZF2 F (Vz,y,v,w)[(z,y) = (v,w) <>z =v &y = w)].

Proof. The direction from right to left follows from the axioms of identity. We will show
the converse:

(1.4) (Vz,y,v,w)[(z,y) = (v,w) =z =v &y =w).

Fix arbitrary sets z,y,v,w. We will show the following equivalent reformulation of
(1.4): if 2 # v or y # w, then it holds that (z,y) # (v,w). We need to show that:
(i) = # v implies (z,y) # (v, w), and
(ii) y # w implies (z,y) # (v, w).
Realize that if (z,y) = (v, w), then it holds:

(1.5) {2} = {v} v{z} = {v,w}] & [{z,y} = {v} V{2, 4} = {v,w}].

Let us shorten the expression in (1.5) as A & B, where A := {z} = {v} V {z} = {v,w},
and B := {z,y} = {v} V{z,y} = {v,w}.

Proof of (i). Assume z # v and assume for contradiction that (x,y) = (v, w). Then
one of the two identities in A must hold: if {x} = {v}, then z = v, and if {z} = {v, w},
then x = v = w. In both cases, this contradicts the assumption = # v. It follows A does
not hold, and so (z,y) # (v, w) is true.

Proof of (ii). Assume y # w and assume for contradiction that (x,y) = (v,w). Then
A must be true, and so x = v. B must also be true: assume that the first part of B is true:
{z,y} = {v}: then x = y = v. © = y = v together with the assumption (x,y) = (v, w)
implies that z = y = v = w (because x = y implies {z} = {z,y}, and so {v} = {v,w}),
which contradicts y # w. So assume that the second part of B is true: {x,y} = {v, w}:
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because x = v is true, this can only be true if y = w, which again contradicts y # w. It
follows that (x,y) = (v, w) cannot be true, and so (x,y) # (v, w) holds.

Note. This proof is a rather long verification of something in a sense very trivial. The
apparent complexity of the proof is caused by the necessity to distinguish many cases and
rule them out one by one. O

By induction? we can define an ordered n-tuple as follows: (ag) = ag, and then
(ag,a1,...,a) = {{ag,a1,...,ak_1),ax). The analogue of Lemma 1.2 is shown by induc-
tion.

Fact 1.3

(1.6) ZF1,ZF2+ (Vzo,...,v0,...)
[(xo,...,xk>:<y0,...,yk>onzyo&...&mk:yk].

Note. From now on we will not specifically say which axioms are needed to show a
given claim. We just say “it is provable that”; the meaning is “it is provable from the
axioms introduced so far that”.

[ZF3*] Separation scheme or Comprehension scheme. Let ¢(q,p) be a formula
with two free variables ¢ and p. Then (1.7) is an axiom of ZF (hence there are infinitely
many axioms in (1.7) — one for each ¢(p, q)).

(1.7) (Vz,p)(32)(Vq)lg € 2z < q € x & »(q,p)]-

We view p as the parameter of the definition.
By axiom of extensionality for each 2 and ¢ the set in ZF3* is determined uniquely and

we may add a new operation the value of which is written as {-| ...p...}; for illustration,
for given z and p we write
(1.8) z={qlq €z & ¢(q,p)}

for z in (1.7).

Remark 1.4 Realize that for every formula ¢(x,p) we add one axiom. [ZF3*] is thus
a collection of infinitely many axioms. Notice that by the syntactical rules of the first-
order predicate calculus we are not allowed to quantify formulas, so there is no hope of
“replacing” the infinite number of axioms in [ZF3*] by a single axiom of the type

this is wrong: Vz, pVo(z,p)(32)(Vq)lqg € z <> ¢ € = & v(q,p)]-

There are good reasons to forbid the quantification over formulas: consider the Berry’s
parador: Since there are infinitely many natural numbers, there are certainly natural
numbers which cannot be defined by any combination of 100 letters or less, and we can
take the least such. If n is the “least number which cannot be defined by any combination
of 100 letters or less”, then n is defined by less than 100 letters after all (the definition
appears between “...” above), contradiction! Notice that if we allowed quantification such
as Vo ..., then we would be in a similar situation which is paradoxical in Berry’s paradox.

2We mean an induction in the metatheory, using the natural numbers we intuitively have.
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From the formulation of the schema with a single parameter p, it already follows that
we can have more parameters (this is proved by using the ordered n-tuples: (po,...,pn)
is just a single set):

Fact 1.5 Let ¥(q,po,...,pn) be a formula with the free variables shown. Then it is
provable

(1.9) (Yz,po, - - -, pn)(F2)(V)[q € 2 <> g € x & Y(q,p0s - - -, Pn)]-

We now show that the formula ¢ # ¢ from the Russell’s paradox does not lead to
contradiction when applied in the “safe” context of ZF3*:

Lemma 1.6 Fiz x and let
z={qlgex & qdq}.

This set exists by ZF3*. Then z € z and z & x.

Proof. The assumption of z € z leads to contradiction, and so z ¢ z must be true. To
show that z ¢ x, assume for contradiction that z € z. Then we can show both z ¢ z
and z € z which is a contradiction, and hence z ¢ x. (Note that in the original Russell’s
paradox, we did not have the extra assumption that z € x, and so all we could say was
that the whole system was contradictory, not just the assumption that z € z.)

Note that assuming Axiom of Foundation (see below), we actually have z = . (]

Corollary 1.7 There is no set containing all sets.

Proof. Assume V is the set containing all sets, i.e. V = {z |z = z}. Then we do obtain
contradiction from the existence of set z = {q|q € V & q & q} because z € V is true in
this case. O

The Separation scheme enables us to define a lot of other operations common in set
theory (we can do that since by Axiom of extensionality these operations are correctly
defined). Let z,y, z be sets.

— Intersection xNy = {q|q € = & q € y}, difference of two sets x\y = {q| g € x & q € y} .2

— Emptyset: 0 = {q|q € x & q # ¢}, where x is an arbitrary set.

Ezxercise. More precisely, consider the property ¢(y) given by “(Vq)q & y.” It can be
shown: (i) that there is at least one set which satisfies ¢(y) — to show that such a
set exists we use ZF3*: for instance the set z = {q|q € = & ¢ # ¢} above satisfies
©(2); (ii) it can be shown that there can be at most one set with no element: if there
were two such sets, they would need to differ by an element (because of the Axiom of
extensionality), but this is impossible. We can therefore add to our language a new
symbol, (), to denote this set.

— Definition: z and y are disjoint if x Ny = (.

3Some authors write just = —y for z \ y.
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— Intersection (generalisation of intersection):

(1.10) Nz ={al(vd)d ez —qeq)}.

If z is nonempty, then [z is a set because if y € z is some set, then

(1.11) Nz={dlacy& (v¢)d cz—qeq)}.

If x =0, then () is not a set; in fact every set at all is the element of () (that is ()0
is the whole universe of sets, denoted as V).

[ZF4] Axiom of union.
(1.12) (Vz)(32)(Vg)lg € z +» (By)(y € & g € y)].

We introduce the following abbreviations:

(Fy € x)p for (3y)(y € v & )

and
(Vy € x)p for (Vy)(y € x — o).

By Axiom of extensionality, we can define a new operation

Uz =1{glByer)gey}.

Define | J{z,y} = zUy. (| is an infinite version of U).

Ezercise. Note that {z} U {y} = {z,y} but ZF4 does not imply ZF2. [Hint. To show
that {z} is a set still requires ZF2.]

[ZF5] Power set.

(1.13) (Vr)(32)(Vq)(q € z > ¢ € ).

Definition. We say that ¢ is a proper subset of z if ¢ C = but g # x.
We can form a new unary operation:

P(x) ={qlq C =}

Lemma 1.8 There is no set x such that Z(x) C x. As a corollary, this again shows that
V' (the universe of all sets) is not a set (because if V were a set, then Z(V) CV must
be true).

Proof. Assume for contradiction that there is x such that
(1.14) P(x)Cuw

Fix such an x. Consider the set z defined in Lemma 1.6. z is clearly a subset of x. By
our assumption (1.14) it must hold that z € x. But this is contradictory by Lemma 1.6.
O

The powerset axiom allows us to define the following operations:
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e Product = x y, where:

(1.15) zxy={qlge 2(P(xUy)) & G, q)(q = (g0, q1) & 0 € x & q1 € y)}.
The product is a set because Z(Z(xUy)) is a set and x xy C z, then apply Schema
of Comprehension.

By induction on n € N we define (z1 X ... 2y X Tpi1) = (X1 X ... X Tp) X Tpy1. We
write ™ to denote the set x x x ..., where x occurs n-times.

e An n-ary relation on sets x1,...,x, is a subset of z1 X ... X x,. An n-ary relation
r is a relation on x if r C z"™.

For a binary relation » C & X y we define domain of r as

(1.16) dom(r) = {q] (3¢ € y)(¢,¢) € r}.

and similarly we define range of r as

(1.17) mg(r) = {q| 3q¢' € z)(¢',q) € r}.

FEzercise. Verify that dom(r) and rng(r) are sets. [Hint. Both are subsets of | J|J7.]

We also define the inverse of r as

(1.18) r ' ={{q,d) |{d,q) €T}

and if a C z we define the image of r over a:

(1.19) ra={q|(3¢ € a){d,q) €r}.

If a C = then we say that r[a is the restriction of r to a, where

(1.20) rla={{¢,d)|{a,d) €r & q € a}.

Verify that =1, r”a and r [ a are sets.

Exercise.

1. Consider the relation < defined on natural numbers (we write x < y for (z,y) €<).
In set theory, the set of all natural numbers N is customarily denoted as w (and
by convention includes O).4 It follows that <C w x w, and <~ '=>. What is
S” {2}?

2. € is a binary relation with domain the universe of all sets: by Pairing axiom, x
is an element of {x} for every set x. What is the range of €? Let x be a set;
what is dom(€fx)?

3. Check the following for a binary relations z, 2’ and sets y, z:

(a) xU2,xNa’,z\ 2’ are binary relations,
(b) 2"(yUz) =2a"yuUa"z,

4We have not yet shown how to construct w in set theory, but we will do it later.
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()
(1.21) 2(ynz) Ca"yna"zand 2"y \ 2”2 C 2" (y )\ 2).

Give an example where the converse inclusion O does not hold in (1.21). Compare
with (1.25).

e Composition of relations. If r, s are binary relations then the composition r o s
is defined as

(1.22) ros={(x,2)| Fy)(z,y) €r & (y,z) € s}.

Ezercise. Check the following for all binary relations r, s, t:

1. dom(r~1) = mg(r), mg(r~1) = dom(r), (r~1)~! = r, dom(r o s) C dom(r),
rng(r o s) C rng(s). When the identity holds in the last two formulas?

2. (ros)t=storL

ro(sot)=(ros)ot.

4. Let Id be the identity relation (it is a class, see below for some notes on classes),
Id = {(z,z) |z € V}. Thenrold=Idor =r.

©w

e A binary relation r is called a function if it satisfies the following:

(1.23) (Va,y,9)((2,y) € r & (2, 9) €7 =y = 7).

Since every function f is a relation, we can use for f the notation defined above for
relations: Let f be a function.
— If © € dom(f) we write f(z) for y such that (z,y) € f.

— If a C dom(f) we write f[a] for {y|(3x € a)(z,y) € f}.

Note that as f is a relation, it holds that f[a] = f”a by the notation for relations;
when dealing with functions however, we often (not always) prefer to use the
notation flal.

~ If b C rng(f) we write f~1[b] for {z|(Jy € b)(x,y) € f}. Note again that this
can be written as f ~1"h Which notation is used depends on the context.

— Notation. Let f : 2 — y and g : y — z be two functions. This notation means
that dom(f) = z, dom(g) = y and rmg(f) C y and rng(g) € z. We denote by
f og the composition of the functions f and g viewed as relations. It follows that
fogisafunction fog:x — z such that for each ¢ € z, fog (q) = g(f(q)).

— fis called 1-1 (injective) if it satisfies:
(Vzo, 21 € dom(f)) zo # z1 — f(20) # f(z1).

Exercise. Verify that f is 1-1 iff f~! is a function.

— fixz—yis onto y if rng(f) =y (if f is onto, we also call it surjective).
Ezercises.

1. Let f: 2z — y and g : y — 2z be 1-1 functions, then:
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(a) fogis1-1.
(b) (fog)t=gtof™

2. Let o,y be any sets and f a function (and so f~! is a relation):

(124) (f7)"(@ny) = (D "=n(f)"y
and (f7)"(z \y) = (f )=\ (f7)"y.

If f is moreover 1-1, then it also holds:
(1.25) f'@ny) = "z f'z and f'(z\y) = f'z\ f'y.

[Notice that this is a strengthening of the results in (1.21); you can use the results
in (1.21) here.]

e Index sets. Let i and a be sets and a a 1-1 function such that dom(a) = ¢ and
rng(a) = a. Then

(1.26) a={a(j)|jei}

and we say that a is indexed by ¢. In practice it is customary to write I instead of
i and a; instead of a(j) so that

(1.27) a={a;|iel}
Compare with (1.38).
[ZF6] Axiom of infinity.
(1.28) (F2)[0 € x & (Vq)(q € © — qU {q} € z)].

Under all reasonably definitions of finiteness, a set in the axiom ZF6 is infinite.

Note that a set  in (1.28) is note determined uniquely, there are more sets satisfying
(1.28). If x satisfies (1.28), we say that x is inductive. We will define the set of natural
numbers N, also denoted as w, as follows:

(1.29) w=N= m{:v |  is inductive}.

Remark 1.9 We are not entitled to use the operation () here according to (1.10) unless
we show first that S = {z |z is inductive} is a set. But S is not a set. We still find useful
to refer to objects such as S and we call them classes. We say that a class is any system
of sets which is defined by a formula with parameters.® Every set is a class because if x
is a set then x = {¢| ¢ € x} and so is defined by the formula ¢ € x with z as a parameter.
Some classes however are not sets, and these are called proper classes. S is a proper
class. Another example of a proper class is the universe of all sets, which we denote as
V = {z |z = x}. Classes are usually written in capital letters: A, B etc. When dealing
with (proper) classes we must remember that these are not sets so not everything we use
with sets is meaningful with classes: for instance we can write x € A, but not A € B,
and most importantly we must not quantify over proper classes. More about classes is in
Subsection 1.2.

®So if p(x, po, ... pn) is a formula and po,...,p, are sets then {q|¢(q,po,...,pn)} is a class. So for
instance {z |z € x} is a class.
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However we can argue that the operation of intersection (] can be generalised so that it can
be applied to classes, and moreover when applied to a class, it will yield a set. Indeed if A is
a nonempty class defined by a formula @ 4(z, po, ..., pn), thatisq € A <> va(q,po, - - -, Dn),
and y € A is arbitrary then

(1.30) NA={algcy& (Vq)(pald,po,-...pn) > q€q}

and so [] A is a set by the axiom of separation (because of the expression “q € y” in the
definition of (| A in (1.30)).

It follows that N is a set.

For the following Lemma, we define the notion of the least set in C: We say that z is
the least set in the inclusion relation in a class A if for all a € A, x C a.

Lemma 1.10 N is an inductive set and it is the least such in the inclusion relation.

Proof. () is clearly in every inductive set, and so in N. Also, if ¢ is in every inductive set,
so must be by definition ¢U{q}. Hence N is inductive. N is the least such (in the ordering
Q) because clearly N = ({z | z is inductive} C y for every inductive set y. O

The following is a key definition of notation for natural numbers:

Definition 1.11 We define by induction the following notation for natural numbers in
w: 0 =0,1={0}, 2={0,1}, 3={0,1,2}, etc.

Note that a natural number n is thus defined to be the set of all smaller natural numbers
{0,...,n—1}.

[ZF7*] Replacement scheme. We say that a formula ¢(u,v,p) determines a func-
tion (compare with (1.23)) if

(1.31) (Vp, u, vo, v1)[p(u, vo,p) & p(u,v1,p) = vo = v1].

If o(u,v,p) determines a function, we view u as an argument of the function and v the
value of the function. In keeping with the notation for classes in Subsection 1.2, we can
write F' to denote the class {(u,v) | p(u,v,p)}; since ¢(u,v,p) determines a function, F
is a function and we can write F'(u) = v instead of (u,v) € F.

Let ¢(u,v,p) be a formula determining a function, then the following statement is an
axiom of replacement for the formula ¢(u, v, p):

(1.32) (Vp) (V) (32)(Yq)lg € 2z < (3¢ € 2)p(d, ¢, ).

For each formula ¢(u,v,p) which determines a function, the formula in (1.32) is an
axiom of ZF. Since there are infinitely many of such formulas, the Replacement scheme
contains infinitely many axioms.

If we denote as F' the function determined by ¢(u, v, p), we can reformulate the axiom
as follows:

(1.33) For every set z, F[x] is a set.

Note the following properties:
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e Asin the scheme of Separation, we can show that more parameters as in the formula
o(u,v,po,...,pn) are allowed (see Fact 1.5).

e Replacement scheme implies Separation scheme. This means that we can “cancel”
the axioms ZF3* from our system while retaining its strength. Hint: Fix z. Given
o(u,p), let Y(u,v,p) = o(u,p) & u = v. We can show that Axiom of Replacement
applied to 1(u,v,p) proves the existence of a set a = {q € x| p(q,p)}.

e Replacement scheme plus Powerset Axiom imply the Pairing Axiom: Assuming the
existence of (), Powerset axiom implies that Z2(Z2(0)) = {0,{0}} is a set. Let a,b be
sets. We want to show that there is a set ¢ = {a,b}. Apply Axiom of replacement
with the formula (v =0 & v =a) V (u = {0} & v =) to {0, {0}}; it will yield the
set ¢ as required.

e If © is not a function, then we may not obtain a set. Consider a class relation
determined by the formula u # v (we can view this as some p(u, v, p) with p missing).
Then for every u, the class {v |u # v} is equal to V' — {u} and thus is a proper class
[If V. —{u} were a set, say a, then by union axiom a U {u} = V is also a set, and
this is a contradiction. In general if A =V — b, where b is a set, then A is a proper
class.]

[ZF8] Axiom of foundation.
(1.34) (Va)[z #0 — (3g)(¢ € x & znNg=0)].

Little reflection shows that [ZF8] says that every non-empty x has a minimal element
with respect to the relation €: that is, there is some y € x such that there is no z € x
which satisfies z € y. Note that a minimal element may not be unique — x may have more
minimal elements, for instance the set x = {a,b}, where a # b, a € b, and b &€ a, has
exactly two minimal elements: a and b.

Axiom of foundation is a structural axiom which prohibits the existence of “bad”
sets, i.e. sets which are unpleasant to deal with and which, importantly, are not required
for mathematical arguments. We show later that if our axiomatic system is consistent
without ZF8, then it stays consistent with ZF8. This means that we are not running the
risk of introducing inconsistency by using ZF8.

Axiom of foundation implies (Exercise):

— There is no set = such that © = {z}.

— There is no set y such that y € y (if y € y then existence of {y} violates foundation
because y N {y} = {y} and is thus non-empty).

— There are no cycles yg € y1 € yo because Axiom of Foundation would fail for {yo, y1};
in general there are no finite cycles yo € y1 € ... € Yy, € Yo, for the same reason.

— There can be no infinite €-chain: y9 2 y1 3 y2 > .... (If there were such, then ZF8
would fail for x = {y; |i € w}).

Definition 1.12 Azioms [ZF0] — [ZF8] are called the Axioms of Zermelo-Fraenkel set
theory, and are denoted as ZF.
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Note that we have shown in the discussion concerning the Axioms of Replacement
ZFT* that ZF3* and ZF2 follow from the remaining axioms. So we may define ZF to
contain just the axioms ZF1,ZF4-8. However, do not forget that in any case there are
infinitely many axioms in ZF (because of ZF7*).

[ZF9] Axiom of choice (AC).

(1.35) (Vz)(3f)[(f is a function with dom(f) =z — {0}) &
(Vo)l(g € z & g # D) — f(a) € 9ll.

Such f is called a choice function (for x). ZF together with AC is written as ZFC and
is called Zermelo-Fraenkel with Choice.

1.2 CLASSES

Recall the brief discussion of classes in Remark 1.9. A class is a collection of sets satisfying
some formula ¢ with parameters po, ..., pn; if @(u,po...py) is a formula we denote the
collection of all sets ¢ such that ¢(q,po ... pn) by a capital letter, for instance A. We then
write ¢ € A as a shorthand for ¢(q,po...pn).

If A, B are classes then we my still reasonably define some set-theoretical operations:
— A=Bifforallq,qe A+ q€ B.
- ANnB,AUB, A- B.
— The universal class defined by the formula u = u is written as V.
UA, NA (if A =0 then by definition (0 = V; if A # (), then (A is a set).
Ifae A, then ACaCJA.
— If Ais a class and a a set, then A Na is always a set.
- Ax B={(a,b)|lae A& bec B}.

Note that Scheme of Comprehension states that for every class P and a set x, the class
PNz is aset. Similarly, the Scheme of Replacement states that for every class function
F and a set x, the class F[z] is a set.

Remark 1.13 It can be shown by induction that classes can be eliminated from the
language of set theory (replace them by their defining formulas).

1.3 BASIC PROPERTIES OF SETS: BOOLEAN ALGEBRA OF SETS

Let x be a non-empty set. Consider the set & (z) together with the operations N, U, —; i.e.
for a,b € Z(x), anb is the intersection, a Ub the union, and —a = x \ a the complement
of a.

Lemma 1.14 The set & (x) together with operations U, N, — satisfies the following for-
mulas, where a,b,c are arbitrary elements of & (x):
(i) Associativity. aN(bNe)=(aNb)Ne, aU(bUc)=(aUb)Uec.
(i) Commutativity. aNb=>bNa, aUb=>bUa.
(iii) Absorption. aN(aUb) =a, aU (aNb) = a.
(iv) Distributivity. anN(bUc) = (aNb)U(aNc), aU(bNec)=(aUb)N(aUc).
(v) Complement. aU—a =z, aN —a = (.
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Note that properties (i)—(iv) hold for all sets, we do not have to restrict ourselves to
P(x). P(x) is used to define the complement of a: —a =z \ a.

Proof. By the definition of operations N, U, — (they use the propositional connectives &
,V, 1), we first show that the above formulas (7)—(v) hold for the propositional connectives
&, V,—, and constants 1 = truth, and 0 = falsity in place of z and (), respectively.

Recall the definition of connectives: they are functions with domain {0,1} and range
{0,1}. We write p & ¢ for conjunction and p V ¢ for disjunction. p & ¢ is 1 only if both p
and q are 1. pV ¢ is 0 only if both p and ¢ are 0. —pis 1 if p=10, and 0 if p = 1.

Ezercise. Show that &,V,—,0,1 satisfy the formulas (7)—(v) above. [Hint. These are
just propositional tautologies.]

As soon as we know that &, V, -, 0,1 satisfy (i)—(v), the proof of lemma is easy. For
instance to argue that a Nb = b N a we need to show that for every ¢: ¢ € a & ¢ €
b is equivalent to ¢ € b & ¢ € a; however this is true because the conjunction & is
commutative. Similarly for other formulas in (7)—(v). O

Remark 1.15 A structure B of the form B = (B, A, V, —,0, 1) is called a Boolean algebra
if it satisfies the formulas (i)—(v) (when U is replaced by V, N by A, @ by 0 and x by 1).
Thus we have shown above that propositional connectives are a Boolean algebra over
the domain {0, 1}, and operations N, U, — are a Boolean algebra over a domain &?(x) for
any z. On every Boolean algebra B = (B, A,V, —,0,1), where the operations A, V, — are
arbitrary operations on B which satisfy (i)—(v), one can define the so called canonical
partial ordering <p on B for all z,y € B:

(1.36) r<py<rxAy=xzcVy=7y.

The ordering <p is usually not linear. 0 is the least element and 1 the greatest element
in <g.

FEzercise. Verify that the inclusion relation C is the canonical ordering <p on the
powerset algebra B = (Z(x),N,U, —,0,x).

Ezercise. Show that & (x) also satisfies the following formulas (where a, b, ¢ are arbi-
trary elements of Z(x)):

(1.37)

(1) ——a=a
(2) —a=-b—a=0»
(3) (de Morgan laws) —(aUb) = —anN—=b, —(aNb) = —aU —b
(4) faCbthenaUcCbUc,aNecCbNe, and —b C —a
(5) aCcAbCc+aUbCe and

aCbAhaCc+<aCbNe
[Hint. Again show first that propositional connectives satisfy these formulas.| Note: The
formulas above are true in any Boolean algebra.

The Boolean algebra of sets &?(x) satisfies also the so called infinite versions of de
Morgan’s laws and distributivity. We introduce some notation first.
Let I is an index set of a set a, in the sense of (1.26).
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It follows we can write
(1.38) a={qlgea} ={a;ilicl}

If a = {a;|i € I}, then of course

(1.39) JHailiery = (Ja
(Wailicl} = (a

The lefthand side of (1.39) is sometimes written as (J;c; ai, and (),  a;.

Lemma 1.16 Let {a;|i € I} be a family of subsets of x, i.e. for everyi € I, a; € P(x).
The Boolean algebra of sets & (x) satisfies the following infinite laws:
(i) (infinite de Morgan laws)
—Mier @i = Uier =i, —Uier ai = Mier —ai
(ii) (infinite distributive laws)
bN Uie[ a; = Uiel(b N ai), bu mie[ a; = ﬂiel(b U ai)

Proof. Exercise. [Hint. For de Morgan’s laws, use the fact that —(Vx)y is logically
equivalent to (3z)—¢, and —(3x)y is equivalent to (Vz)—yp, for arbitrary ¢. The proof
of infinite distributive laws uses the fact that ¢ & [(3x)¢(x)] is logically equivalent to
(3x)[¢ & ¢(x)] providing that x is not free in ¢, and 1 V [(Vz)p(z)] is logically equivalent
to (Vx)[¢) V ¢(x)] providing that = is not free in 1.] O

2 COMPARING SIZES

2.1 RELATION “TO BE BIGGER THAN” FOR INFINITE OBJECTS

Let R be a binary relation on a class A, i.e. R C A x A. We call R a partial ordering or
shortly an ordering (on A) if it satisfies the following properties for all z,y, z € A:

(i) (z,z) € R (reflexivity)

(i) (z,y) € R& (y,2) € R — (z,2) € R (transitivity)

(iii) (z,y) € R& (y,x) € R — = =y (weak antisymmetry)
We say that a relation R on A is linear if for all z,y € A, either (z,y) € R or (y,z) € R.

Exercise. A binary relation R’ on A is called a strict ordering if it is an irreflexive

transitive relation, where irreflexive means that (z,z) ¢ R’ for any x. Show that if R is
an ordering on A and we define R’ as follows:

(2.40) (x,y) € RN iff (z,y) € R& x # v,

then R’ is a strict ordering.

It is customary to write the symbol < (and its variants such as <) to denote a partial
order; we also write x < y instead of (z,y) €<. Similarly, a strict ordering is denoted by
<, etc. From now on we will use this convention.

The partial order C is too strong for comparing sizes of sets — if x C y is true than x
might be really considered “smaller” than y; however if a # b are two sets then {a} Z {b}
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and {b} Z {a} (we say that {a} and {b} are incomparable in C), but as they both have
just one element, they should have the same “size”.

Goal. We want to define a partial order = on the universal class V' that could be
interpreted as correctly capturing the intuitive notion of one set being smaller in size than
another. We argued above that the inclusion relation C is not suitable.

Definition 2.1 Let x,y be two sets.
(i) We say that x,y have the same size, and denote this as x =y, if there is a bijection
from x onto y.
(ii) We say that x has size smaller or equal to y, and denote it as x =<y, if there is a
1-1 function from x into y.
(i1i) If x <y is true but there is not bijection from x onto y (i.e. x % y) then we say that
x s strictly smaller than y and denote it as x < y.

Examples.
(i) If z C y then « < y [Hint. Use the identity function.]. So our definition of < includes
the inclusion relation.

(ii) {z} =~ {y} for every x,y. So our definition corrects the drawback of C mentioned
above.

(iii) If z C y but « # y then x &~ y is still possible: Let y be the set of natural numbers
and z the set of all even numbers E = {2,4,...}. Then i : n — 2n is a bijection
from N onto F, and so N ~ F. This means that the property of x being a proper
subset y (i.e. x C y & = # y) does not imply that = has size strictly smaller than y.

(iv) The idea of comparing sizes using some 1-1 functions works correctly with finite
objects:® if x has n elements and y has m elements then

(2.41) n<miff z <y.

2.2 BASIC PROPERTIES

Lemma 2.2 (i) The relation = is an equivalence relation on V.
(ii) The relation < is reflexive and transitive on V', but not weakly antisymmetric.

Proof. Ad (i). Let z,y be sets. Then x =~ z because the identity function id, on z,
where id; = {(a,a)|a € z}, is a bijection between = and z. If z ~ y via some bijection
f:x—y, then f':y—sashowsy~z Ifrryandy~zviaf:z—yandg:y— z,
then the composition go f : z — z shows = = z.

Ad (ii). Similarly as in (i). To show that < is not weakly antisymmetric note that
for two sets a # b, it clearly holds {a} < {b} (as witnesses by the bijection {(a,b)}) and

{b} = {a}, but {a} # {}. O

Note that we write < but < is not an ordering by (ii). But it is “almost” an ordering:
we say that =< is a pre-ordering. The important Theorem 2.7 connects the relations =
and =< in the natural way and shows that although x < y & y < x does not imply x =y,
it does imply that = and y have the some size: = ~ y. Using the fact that = is an
equivalence, this means that x and y are in the same equivalence class.

5Here we work intuitively, not within our formal ZFC; we have not yet defined what a finite object is.
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Before we show Theorem 2.7, we first show Theorem 2.3, which we will use in the
proof of Cantor-Bernstein theorem, but which is interesting by itself.

Theorem 2.3 (Fixed point theorem) Let x be a set and let H be a monotonic map
from P(x) to P(x), i.e. for all a,b € P(z), if a C b then H(a) C H(b). Then there
exists a fixed point ¢ C x of H, i.e. a set ¢ C x such that H(c) = c.

Proof. Consider the following set
(2.42) C={uCuxz|uC H(u)}

and denote ¢ = |JC. Note that C is non-empty because it contains at least the set (:
() C H(0). We want to show that ¢ is a fixed point. First we prove

(2.43) ¢ C He).

First notice that if w is in C then v C |JC = ¢. Now: if ¢ is in ¢, there is some u € C
such that ¢ € u. Because u € C, it follows v C H(u), and also H(u) C H(c) because H
is monotonic and u C ¢. Thus v C H(u) C H(c), and so ¢ is in H(c) as required.

We now need to show the converse, i.e.

(2.44) H(c) Ce.

We will apply monotonicity of H to (2.43), obtaining H(c) C H(H(c)). This means that
H(c) is an element of C, and so in particular

(2.45) H(c) Ce.
(2.43) and (2.45) together imply ¢ = H(c) as required. O

Notice the role of the set ¢ = |JC in the above proof. c¢ is the supremum of the set
C with respect to the ordering C. This fact is important for the idea behind the proof of
the fixed point theorem. Recall the definition of the supremum and the infimum:

Definition 2.4 If (A, <) is a partial order, and x C A is a nonempty set, then we say
that r1 € A is the supremum of x (with respect to <) if:

(i) For alla € x, a <ry (ry is an upper bound of x),

(ii) T is the least upper bound, i.e. if s is in A and for all a € x, a < s, then r; < s.
Similarly, we say that ro € A is the infimum of x (with respect to <) if:

(i) For all a € x, a > ry (rg is a lower bound of ),

(ii) T2 is the greatest lower bound, i.e. if s is in A and for all a € x, a > s, then ry > s.

The ordering C, and the operations | J and () satisfy the following general lemma:

Lemma 2.5 Let a be a non-empty set. Then (P (a),C) is a partial order. If ) # x C
P(a), then |Jx is the supremum of x and (\z the infimum of x in (Z(a), C).
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Proof. We need to show that |Jz is the lowest upper bound of z in (#(a),C). Clearly
Jx is an upper bound because if ¢ € x, then ¢ C | Jz. If y is an upper bound of z, then
Uz C y (because if ¢ € |z, then there is some z € z such that ¢ € z; since y is an upper
bound of z, z C y, and therefore ¢q € y as required).

Similarly argue for () x. O

Remark 2.6 The notion of supremum and infimum is widely used in mathematics (for
instance in analysis, we use the fact that every nonempty bounded subsets of R has the
supremum and the infimum (in the usual ordering on R): for instance {1 |n € w} does
not have the least element, but has the infimum which is equal to 0 in this case).

We now return to the formulation and the proof of the Cantor-Bernstein theorem.

Theorem 2.7 (Cantor, Bernstein) For every x,y:
(2.46) rry< (e <y&y ).

Proof. The direction from left to right in (2.46) is obvious, so we need to prove the
converse: (zx Ry &y =<z)—>zr=xy.

Let f: x — y a 1-1 function from z to y and g : y — = a 1-1 function from y to z. If
a C x, recall the notation fla] = {b € y|(3a’ € a)f(a’) = b}; clearly, if a C b C x, then
fla] C f[b]. We can view f[-] as a new function, determined by f; f[-] is a function from
P (x) into Z(y) which is monotonic with respect to C. Since f is 1-1, the function f[]
is also 1-1. The same applies to g. We now define a monotonic map from Z(x) to Z(x)
as follows:

(2.47) H(u)=x\g[y\ flu]], for every u C z.

Claim: H is monotonic with respect to C: let a C b be subsets of x; we need to show
that H(a) C H(b). If a C b, y\ fla] 2 y\ f[b] and also g[y\ fla]] 2 g[y\ f[b] (the operation
\ reverses the inclusion relation; see Exercises (1.37), item (4)). Finally after applying \

again, we get = \ gy \ fla]] € 2\ g[y\ flg]] as required.
Let ¢ be a fixed point of the map H ensured by Theorem 2.3:

(2.48) ¢c=H(c)=xz\gly\ fle]].

It implies that

(2.49) z\c=gly\ fld).
Thus we can define a bijection h from x onto y as follows:

f(a) for a € ¢,
ila) = { g Ya) foracaz\ec
Note that h is equal to the union of f restricted to ¢ with g—!
symbols h = flcUg™![(z\c).

restricted to z \ ¢; in
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Let us verify that h is really a bijection from z onto y. (2.49) implies that g—! is
defined for all elements of = \ ¢ and so dom(h) = z. h is clearly 1-1 on the set ¢ because
h is the same as f on c and f is 1-1. g~ ! is clearly 1-1 on x \ ¢; to check that h is 1-1 it
suffices to show that f[c] N g~![z \ ¢] = 0, and to show that h is onto it suffice to show
that f[c]U g [z \ ¢] = y. But both these identities are true because g~ [z \ ¢] is the
complement of f[c] in y, i.e. g7'[x\ ¢] =y \ f[c]. This ends the proof. O

Another basic, but important, theorem states that the powerset operation strictly
increases the size of the original set. The technique of the proof utilizes the so called
diagonalization method.

Theorem 2.8 (Cantor.) For every set x,
x < P(x).

Proof. Define for a € x: f(a) = {a}. f is a 1-1 function from x to Z(z), which shows
x X P(x).

To show z < Z(x) assume for contradiction that there is a bijection g :  — Z(x).
Define

(2.50) a={ycxlyégy}

The set a is a subset of =, and hence an element of &?(z). Since g is onto, there must be
some z € x such that g(z) = a. We reach contradiction by showing that z € a and also
z & a. Assume first z € a; then by definition of a, z & g(2) = a. Conversely, if z € a, then
z € a by the definition of a. O

Corollary 2.9 The set P (w) is strictly larger than w.

How big is &?(w)? This is an important question because as we will see in Theorem
2.18 below, the size of & (w) is exactly the size of R.

But first we verify how the relation ~ interacts with the operations we already have
in set theory:

But let us first define:

Definition 2.10 Let z,y be arbitrary sets, then we write “y to denote the following set:

(2.51) y={f1f:z >y}

where we write f : x — y to denote a function f with dom(f) = = and rng(f) C y.
Ezercise. Show that if y is any set, then %y = {0} and if 2 # 0, then () = 0.

Remark 2.11 The z,y in the definition of ®y can be finite. We can take Definition 2.10
as a definition of the usual exponentiation on the natural numbers: n'™ is defined as the
number of all functions in "n. The following Lemmas then show that this definition
satisfies all the intuitive properties: for instance that n™* = (nm)k, etc. It is also easy to

check that this definition of n™ is equivalent to the definition by recursion: n® = 1 and
nmt = pmp,
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In the following Lemmas we show some basic properties of the relations < and =~
with respect to operations x and ®y. The proofs below involve finding a 1-1 or 1-1 and
onto (bijection) function f from some set v to some other set w. Note the following easy
observation: Let f; and fs be functions from v to w, then:

(2.52) fi1 # fa < there is some ¢ € v such that fi(q) # f2(q).

In words, two functions with the same domain are different iff there is an argument on
which they are different.

Notational note. If f : v — w is a function then f(q) for ¢ € v can also be a
function, for instance when w = ®y for some sets z,y. If 2/ € x we write f(q)(z) to
denote the value which the function f(q) takes at .

Lemma 2.12 For all x,y,x1,y1:
(i) x xy~yXuz,
(i) © X (y x 2) = (x X y) X z,
(i1i) (x =z &y~y)— (zxy) = (1 X y1),
(v) x~y— P(x) = P(y),
(v) P(x)~7*2, where 2 ={0,{0}}.
(vi) x? ~2x. The exponentiation Yz can thus be viewed as a generalisation of the Carte-
stan product.

Proof. We will just define the relevant functions f. As an Exercise show that the functions
defined are really bijections between the respective sets.

Ad (i). Define f : x x y — y x x as the function which to a pair (a,b) assigns the pair
(b,a).

Ad (ii). Define f:z X (y X z) = (x X y) X z as the function which to a pair (a, (b, c))
assigns ((a,b), c).

Ad (iii). Let g1 : # — x1 and g2 : y — y1 be bijections. Define f: (z X y) = (21 X y1)
as the function which to a pair (a,b) assigns the pair (g1(a), g2(b)).

Ad (iv). Let g : @ — y be a bijection. Define f : Z(x) — Z(y) as the function which
to a C x assigns gla] ={b € y|(Ig € a)g(q) =b} Cy.

Ad (v). If y C z is a subset, then we define the characteristic function of y xy : * — 2
by defining for each g € x:

1 ifgeuy,

Xy(Q):{ 0 ifgéeuy.

Intuitively, x, says about each element of « whether it belongs to y (value 1), or does not
belong to y (value 0). We define the bijection f : Z(x) — *2 as the function which to
each y € P (x) assigns the characteristic function y,,.

Ad (vi). Recall that 22 = 2 x x. Define f : 22 — 2z by assigning to each (a,b) the
function {(0,a), (1,0)}. O

Lemma 2.13 Let x,y,u,v be sets:
(i) D#z 2y — "u =Yy,

(ii) uw = v — Yu <X Yv,

(i5i) @y = *(Yu) = Y(Tu).
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Proof.

Ad (i). By the assumption () # x, both x and y are non-empty. We can also assume
that u is non-empty because if u = (), we get *u =~ Yu. Let g : * — y be 1-1. Define
f :®u — Yu as the function which to h : x — u assigns the function A’ : y — u defined by

oy (g7 (a) for q € g[z],
hiq) = { a otherwise,

where a is some fixed element of . Show that f is 1-1.

Ad (ii). Let g : u — v be 1-1. Define f : Yu — Yv by assigning to a function h : y — u
the function b’ : y — v defined by h'(q) = g(h(q)) for each ¢q € y. Show that f is 1-1.

Ad (iii). We will define a bijection f : **¥u — *(Yu). The bijection between *(Yu) and
Y(*u) is left to the reader as a (simple) exercise. Given a function h : (z X y) — v and an
element a € x let us define a unary function hg : y — u, where hq(b) = h((a,b)) for every
b € y (view the function h, as the function h with the argument a fixed: h(a,-) = hq(-)
where - denotes the argument of the function). Define f as the function which to a
h: (x xy) — y assigns to the function b’ : x — Yu defined by h'(a) = h,. Show that f is a
bijection. [Hint. To show that f is 1-1 note that if hy # hg are different functions in **Yu,
then there is some argument (a,b) on which they are different: hj({a,b)) # ha({a,b)). It
follows that (h1)4(b) # (h2)a(b) and so f(hy) # f(ha). f is onto because if b’ : x — Yu is
given, then b’ = f(h) for h defined by h({a,b)) = h'(a)(b).] O

Corollary 2.14 For all x,y,u,v:
(i) (x~y&v=u)—*ury,
(i) (0 #x<y&u=<v)—"u=<Y.

2.3 THE SIZE OF R

Recall that the important property which distinguishes R from Q is its order completeness.
We review the relevant concepts in the appropriately general framework.

Let (X, <) be a linearly ordered set. Recall the definition of supremum and infimum
in Definition 2.4.

Ezxercise. Verify that if supremum (infimum) exists for a set A C X, then it is unique.
This is true even when < is not linear.

Ezxercise.* Show that if a non-empty A is finite, then it has both the supremum and
the infimum. [Hint. Use induction on the number of elements.]

We say that a non-empty set A is bounded below if it has a lower bound, and is bounded
above if it has an upper bound. We say that A is bounded if it is bounded below and
above.

Definition 2.15 We say that a linearly ordered set (X, <) is order-complete if every
non-empty bounded set A C X has the supremum and the infimum.

The order-completeness can be formulated in an apparently weaker form, which how-
ever turns out to be equivalent.

Lemma 2.16 Let (X, <) be a linearly ordered set. The following are equivalent.
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(1) (X, <) is order-complete.
(i) Every non-empty A bounded below has the infimum.
(iii) Every non-empty A bounded above has the supremum.

Proof. (i)—(ii). Choose any x € A, such that A, = AN{y € A|y < x} is non-empty
(such = always exists if A has more than one element; it is has just one element, then this
element is both the supremum and the infimum of A). Then A, is bounded and so has
the infimum, which is also the infimum of A, which can be easily verified.

(ii)—(iii). Define B to be the set of all upper bounds of A. Since A is bounded above,
B is non-empty and bounded below. By (ii), it has the infimum b. We will show that
in fact b is the supremum of A. To show that b is the supremum, we need to check two
things:
(1) b is the upper bound of A.
(2) b is the least upper bound of A.
(1). Given a € A, we want to show a < b: notice that a is a lower bound of B and because
b is the greatest lower bound of B, this implies a < b as required.

(2). Let V' be another upper bound of A, we want to show b < . Since V' is an upper
bound of A, b’ € B. Since b is a lower bound of B, it satisfies b < b’ as required.

Since also (iii)—(ii) by an analogous argument, we can conclude that (iii) implies (i).

O

Recall:

Fact 2.17 R is the unique (up to isomorphism) order-complete extension of Q which
contains Q as a dense subset (that is for all r < 1’ real numbers there is a rational
number q such that r < q <1’).

In preparation for the proof of Theorem 2.18, we show the following lemma which con-
cerns geometrical progressions. We call a sequence (a,,) which is of the form ag, agr, agr?, . . .
for some ag in R and r € R a geometrical progression. We will only be interested in the
case when 0 < r < 1. If (a,) is a geometrical progression, we denote by s, the sum of its
first n elements:

(2.53) Sn = Y1 g ai = ag + aor + agr? + -+ + agr" .
Assuming 0 < r < 1 one can show

1—r" ag ag
2.54 = an - - _ n
( ) Sn = 40 1—r 1—r 1-— rr

To see this, argue as follows: Clearly (1 —7)s, = s, — 78, = (ag + aor + agr® + --- +
aor™ 1) — (aor + agr? + - - + agr™) = ag — agr™ = ag(1 —r").

Recall the following fact about convergence of sequences: If (ay) and (b,) are conver-
gent sequences in R and ¢ € R then (a, + b,) and (ga,) are convergent and

(2.55) lim(a, + b,) = lima,, + lim b, and lim(gqa,) = ¢lima,,.

Using this, we can see that:

ao

(2.56) the limit of (sy,) exists and lim(s,) = T
—r
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Argue as follows: by (2.55), the limit of (s,), if it exists, is using the expression in (2.53),
equal to {2 — {2 lim(r™). It is not difficult to check that for 0 < r < 1 the lim(r") exists

and is equal to 0. Thus lim(s,) = 2.

Theorem 2.18 The size of real numbers is the same as the size of the powerset of w, i.e.
R~ Z(w).

Proof. First recall that & (w) ~ “2, and so it suffices to show that R ~ “2.

Furthermore, using Cantor-Bernstein theorem 2.7, it suffices to find a 1-1 function
f:R—=“2andal-1lg:“2—R.

Construction of f. Let {qn|i € w} be some enumeration of all rational numbers Q
(recall that Q is countable: there is some bijection h : w — Q; if we set ¢, = h(n), we get
one such enumeration). Define f so that it assigns to x € R a function f(x) € “2 defined
for each n € w:

(2.57) f(@)(n)=1if g, <z, or f(z)(n) =0if x < gp.

We need to show that fis 1-1: if x # y are two real numbers then either x < y or y < .
Assume without loss of generality that x < y. Then by density of Q in R there is some
n € w such that < ¢, < y. This implies that f(x)(n) = 1 while f(y)(n) = 0; this
implies that f(x) # f(y) as required.

Construction of g. Let us define an auxiliary function F' which to each finite sequence
o of the 0’s and 1’s assigns the value F(o) = > {1/3"| (i) = 1}. Clearly, every F(o) is
a rational number. Given a function z € “2, the set {F'(z [n)|n € w} is increasing, that
is F(x[n) < F(z](n+1)) for every n € w. We now claim that for any = € “2, the set
{F(zn)|n € w} of rational numbers is bounded above and has therefore a supremum.
This follows from the claim in (2.56): the sum of the geometric progression 3% + 3% + 3%+
exists and is equal to % when we substitute ap = 1 and r = % in (2.56). For any = € “2
it is clearly true that

F(zn) < Z{l/Si |i € w}, for every n € w

and so {F(z | n)|n € w} is bounded above and by order-completeness of R it has a
supremum. We can now define our function g, for every x € “2:

(2.58) g(z) =sup{F(z[n)|n € w}.

It remain to check that ¢ is 1-1. It is here that we make use of the fact that we have
defined the value of g(z) by using a geometrical progression with the factor % (one might
ask why we have not used factor %; it will be apparent that it would not work). So
assume x # y are two sequences in “2. Let n be least such that x(n) # y(n); then either
0=z(n) <y(n)=1or 0=y(n) <z(n)=1. Without loss of generality let the first case
be true. Because n is the least where z(n) # y(n), F(z[n) = F(y[n). Let us denote this
number as a, so that a = F(x[n) = F(y[n). Since y(n) = 1, the value of g(y) is at least
as big as a + 3% To argue that g(z) < ¢(y), and so g(z) # g(y), it suffices to show that
g(z) < a+ 5. Clearly, g(z) < a+ > {1/3" |n <i,i € w}, so it remains to see that

; - 1
(2.59) Z{l/S””nSz,zew} < 3
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Applying again (2.56) with ag = 3,1% and r = %, the sum

> {137 n < i€ w)
1

is equal to %% = %3n+1 = %3% Hence g(z) < a+ %3% <a+ 3%, and the proof is finished.
O

Ezxercise. Argue that the argument for g being 1-1 would work for any factor r = 1/n,
where n is a natural number > 3. Argue that the argument would not work with r = 1/2.
[Hint. Study the validity of the inequality in (2.59) for different factors.]

Ezercise*. Notice that ¢ : “2 — R has its range included in the closed interval [0, %]
Let n be any natural number. Modify the definition of F'(o) slightly so that the function
g is still 1-1 and has its range included in [0, 2]. [Hint. Start the geometrical progression
in the construction of F(¢) not at 1 = 3%, but at some - for a suitable m.]

Exercise* Note that for any r» € R, the function h, : R — R which maps x — = +r
is 1-1. Use the previous exercise and the existence of such h, to argue that if r; < ry are
two real numbers, then

(r1,m2) = [r1,12) = (r1,12] = [r1, 2] = R.
In words, a non-trivial interval (i.e. an interval determined by some 71 # 73) on the real
line has the same size as the whole real line.
2.4 THE DEFINITION OF SIZE

We end this introductory section on comparing sizes with the following two apparently
simple questions:

Question 2.19 Is the preordering = linear? That is, given two sets x,y, is it the case
that x <y ory < x?

Question 2.20 Can we assign to each set x another set |x| which will measure its size
in the following sense: For every x,y

(i) =y < |z] = yl;
(ii) |z| ~ x.

We will show that under AC, the Axiom of Choice, the answer to these questions is
YES. See the following Section 3.

3 AXioM OF CHOICE AND ITS EQUIVALENTS

3.1 Axiom ofr CHOICE, AC

Given set x we call f a choice function on x if the domain of f is the set of all non-empty
elements of z, i.e. dom(f) = — {0} and f(y) € y for every y € dom(f), i.e. f will choose
exactly one element from every non-empty element of x.

Recall that Aziom of Choice (AC) is the following statement:

On every set = there exists a choice function.
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AC has many equivalent formulations. To state some of these formulations, we first
define new notions.

Let r be a binary relation on a set x X y. We say that a function f C r uniformizes r
if dom(f) = dom(r).

Given a finite number of sets zg, .. ., z,, recall that xgx...x x, is called the Cartesian
product of zg, ..., Ty. To X ... X x, contains all n+ 1-tuples (qo, ..., qn) such that ¢; € z;
for every 0 < ¢ < n. We will generalize this notion to infinite families. Let f : I — a
be a function from I onto a. It is a matter of convention that f can also be written as
(ai|i € I) to indicate the fact that the elements in a are “enumerated” by the elements
in I (the letter “I” is for “index set”). This is the indexing already mentioned in (1.26).
Notice that {a; |7 € I} is not the same as (a;|i € I): {a;|i € I} = rng(f) = a, while
(a;|i € T) = f. Assume now that I # () and (a;|i € I) is a function such that a;
is non-empty for every ¢ € I. We define the Cartesian product of (a;|i € I), denoted

[[ai|i € I) (or [Lie ai), by
(3.60) [Tailic D)y ={f1f:1—|J{aili € I}, (vi € I)f(i) € ai}.

Lemma 3.1 The following statements are equivalent:
(i) Aziom of choice.
(ii) Every binary relation can be uniformized.
(i1i) The product [[{(a;|i € I) is non-empty for every sequence (a;|i € I) such that I is
non-empty and every a; s non-empty.

Proof. (i)—(ii). Let a relation r C z x y be given. Clearly, the family s = {r"{q}|q €
dom(r)} contains just non-empty sets. Let f be a choice function for s; then f with
domain dom(r) defined by

(3.61) f(q) = f(r"{q}), for every q € dom(r)

uniformizes 7.
(ii)—(iil). Let (a;|i € I) with I non-empty and every a; non-empty be given. Let r
be a binary relation on I x |J{a;|i € I} defined by

(3.62) (i,q) eriff i e I & q € a;, for every (i,q) € I x U{ai |ie I}

It is immediate that every f which uniformizes r is an element of [[(a; |7 € I). (ii) thus
guarantees that the product [[(a; |7 € I) is non-empty.

(iii)—(i). Let  be a set. Let y =  — {0}, and assume y is non-empty. Form the
product

(3.63) [[zlzew ={f1f:y—=Jy. (V2 €y) f(2) € 2}

By our assumption, [[(z]|z € y) is non-empty. It is easy to see that any function in
[I{z|z € y) is a choice function on x. O
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3.2  WELL-ORDERING PRINCIPLE, WO

Remark 3.2 In this subsection, we will consider not only sets, but also (proper) classes.
However, if A is a proper class and < is an ordering on A, we will often require that for
every a € A, the class of the predecessors of a is a set:

Vae A{be A|b< a} is a set.
If (A, <) satisfies this condition, we say that the ordering < on A is set-like.

Definition 3.3 We say that a partially ordered class (M,<) is well-ordered if every
non-empty set x C M has the least element in <.

Ezample. The set (w, <) is well-ordered. The set (Z, <) is not well-ordered.
Lemma 3.4 Every well-ordered class (M, <) is also linearly ordered.

Proof. Let x,y € M be given. {z,y} is a subset of M and so must have the least element.
Assume z is the least element, then x < y. If y is the least element, then y < . O

Well-ordered classes are useful because they can be easily compared.

Definition 3.5 Let (A, <) and (B, <) be two partially ordered classes. We say that they
are isomorphic and write it as (A, <) = (B, <), or just A = B if the orderings < and <
are obvious from the context, if there is a bijection” f: A — B such that for all ag,a; in

A
(3.64) ag < ap & f(ao) g f(al).

Definition 3.6 With (A, <) and (B, <) as in the previous definition, we say that f :
A — B is an embedding if f is 1-1 and for all ag,a; in A

(3.65) ag < ap & f(a()) < f(al).

Notice that f being an embedding is almost as strong as f being an isomorphism: the
only (important) difference is that if f is an embedding, it does not have to be onto.

Ezercise. Verify that if f : A — B is an isomorphism between (A4, <) and (B, <), then
f~': B — Ais an isomorphism between (B, <) and (A, <).

We say that a C A is a initial segment (with respect to <) if for every b € a and every
ce A

(3.66) c<b—cea.

We say that f: A — B is an initial embedding if dom(f) C A is the initial segment
in A and rng(f) € B is an initial segment in B, and f is an isomorphism between

(dom(f), <) and (rng(f), <).

"A careful reader might correctly ask whether we can quantify over proper classes (if A and B are
proper classes, so is f). Strictly speaking, we cannot quantify over classes, and the definition should be
formulated only for sets; however, often the bijection f may itself be definable in which case the definition
makes sense even for proper classes.
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Lemma 3.7 Let (A, <) and (B, <) be well-ordered classes with set-like ordering. And let
f and g be initial embeddings from A to B. Then f C g or g C f.

Proof. Since f and g are initial embeddings, it must be true that dom(f) C dom(g), or
conversely. W.l.o.g. assume that dom(f) C dom(g) is the case. We will argue that f C g.
Assume for contradiction that f ¢ g, i.e. that there is € dom(f) such that f(x) # g(z).
Since (A4, <) is well-ordering, we can take the least = such that f(z) # g(z); so fix this
x for the rest of the argument. Since (B, <) is well-ordered, it is in particular linearly
ordered, and so f(x) < g(x) or g(x) < f(xz). W.lLo.g. assume that f(z) < g(x) is the
case. Because f and g are initial embeddings, f(x) is in the range of g; let y € A be such
that g(y) = f(x). Because ¢ is an isomorphism on its domain and g(y) < g(z), it must
be the case that y < x. However, because y < x it must hold that f(y) < f(z), and so
fly) # g(y). This contradicts the assumption that z is the least element where f and g
are different. O

The following theorem shows that well-ordered set-like classes can be easily compared.

Theorem 3.8 Let (A, <) and (B, <) be well-ordered classes with set-like ordering. Then
there exists a unique isomorphism F such that F' is an isomorphism either between (A, <)
and an initial segment of (B, <) or between an initial segment of (A, <) and (B, ).

Proof. Let . be the following set:
(3.67) & ={f|f is an initial embedding from (4, <) to (B, <9)}.

We will argue that |J. = F' is the desired isomorphism.

Clearly FF C Ax B, and so F is a relation. Also, dom(F) is an initial segment because
dom(F) = J{dom(f)|f € -}, and the union of initial segments is always an initial
segment. The same argument applies to rng(F) = | J{rng(f) | f € 7}

We claim that F' is a function. Assume for contradiction that F' is not a function;
then there must be functions f,g € % such that f(z) # g(x) for some x. However, by
Lemma 3.7, if f,g are in ., then either f C g or ¢ C f. In either case it follows that
f(@) = g(x).

We now show that f is 1-1. If x,y are in the domain of F', then x,y must be in
the domain of some f € . (either x < y or y < z; if x < y and y € dom(f), then
x € dom(f) because dom(f) is an initial segment; similarly for y < x). This is used to
show that F' is 1-1: assume z,y € dom(F) and F(z) = F(y), then for some f € .,
F(z) = f(z) = f(y) = F(y). Because f is 1-1, x = y. In fact, since f is an initial
embedding, it follows that z < y < f(z) < f(y) and so x < y <> F(z) < F(y). This
shows that F'is an initial embedding.

We now show that either dom(F') = A, or rng(F) = B. Assume for contradiction
that dom(F') # A and rng(F) # B. We will argue that F' can be extended into a strictly
larger initial F’ embedding from A to B. However, this F’ must already be in .¥ and this
will be a contradiction. Let = be the least element of A —dom(F) and y the least element
of B—rng(F). It is immediate that F' = F U {(x,y)} is in . and is strictly bigger than
F.

It remains to show that such F' is unique. Assume for contradiction there is some
F' # F which also satisfies the conditions of the Theorem. By Lemma 3.7, it must be
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the case that F' C F’ or I C F because both F and F’ are initial embeddings. However
F’ cannot be strictly smaller than F' because this would imply that dom(F’) # A and
rng(F’) # B. If F' were strictly bigger than F', then dom(F”’) would need to be bigger
than A, or rng(F’) would need to be bigger than B. However, this would mean that F’
does not satisfy the conditions of the Theorem. O

Corollary 3.9 If x and y are sets which can be well-ordered (i.e. there is some < such
that (x,<) is a well-ordered set, and some <’ such that (y,<') is a well-ordered set), then
x are y are comparable in the relation < comparing sizes:

(3.68) x =<y ory=3zx.
In other words, the relation =< is linear on the class of all well-orderable sets.

Proof. By Theorem 3.8, there is a bijection F' between x and an initial segment of y or
between an initial segment of x and y. In the first case F' : x — y shows that = < y; in
the second case F~!:y — x shows that y < x. U

Because we have shown that the concept of a well-ordered set is very useful, we will
formulate it as a new axiom.

Definition 3.10 Well-ordering Principle, WO is the following statement
Every set can be well-ordered.
It is easy to show that this principle implies the Axiom of Choice.
Theorem 3.11 WO implies AC. That is
(3.69) ZF WO — AC.

Proof. Let x be given. We want to find a choice function f on x. By WO, fix a well-
ordering < of the set | Jz. Note that if a € x then a C |Jx. We define for each non-empty
acx:

(3.70) f(a) = the < -least element of a.

It is immediate that f is a choice function. O

We will later show that AC and WO are in fact equivalent. However the proof we will
use will require the notion of an ordinal number, and so it will be given in Section 6.2.

Corollary 3.12 WO implies that the relation =< for comparing sizes is linear on the
universe V.

Proof. Immediate by Corollary 3.9. (]

FEzercise. Show that if a set « can be well-ordered, and x = y, then also y can be
well-ordered. [Hint. Let f :  — y be a bijection. If <, well-orders x, then <, defined by
q<yq < fHq) <z 1) for q,¢' € y well-orderes y. In fact, (z,<,) and (y, <,) are
isomorphic.]
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3.2.1 A BIT OF HISTORY

Definition of a well-ordered set: Burali-Forti. The notion of a well-ordered set was formu-
lated by Cantor. Due to its second-order character, it was first not understood very well.
In particular, Burali (another mathematician) tried to reformulate it: Burali thought
that his definition of a perfectly ordered set is stronger than Cantor’s, while it was in fact
weaker. (Note that Burali in a short time realised his error.) It is instructive to try to
find out where Burali made a mistake. For more details see [FG]|, p.105.
We say that (P, <) is perfectly ordered if
(i) P is linearly ordered.

(ii) P has the least element.

(iii) Every p € P which has a successor has an immediate successor.

(iv) Every p satisfies the following: if p has an immediate predecessor, then there exists
q < p which has no immediate predecessor and the number of z such that ¢ < z < p
is finite.

Ezercises.

(1) Argue that every finite (P, <) is perfectly ordered.

(2) Argue that every well-ordered set is perfectly ordered. [Hint. by contradiction: given
«, go down finding immediate predecessors; this process must end after finitely many
steps, otherwise we find a subset which has no least element)]

(3) Find an example of (P, <) which is perfectly ordered, yet not
well-ordered. It follows that the notion of a perfectly ordered set is strictly weaker
than the notion of a well-ordered set. [Hint. Take (Z, <) and replace each number
with a copy of (w, <).]

3.3 PRINCIPLE OF MAXIMALITY, PM

In this section we formulate yet another form of “choice principle”. Its origins are more
algebraical.

Let (A, <) be a partially ordered set. We say that X C A is a chain if the ordering <
is linear on X, i.e. forall z,y € X, z <yory < z.

Definition 3.13 Principle of Maximality, PM is the following statement. Let (A, <) be
a partially ordered set. Assume further that every non-empty chain X C A has an upper
bound in the ordering <. Then the following holds: For every x € A, there is a mazrimal
element in (A, <) above x.

Ezxample. The condition that every chain must have an upper bound is essential.
Consider the set of natural numbers with the usual ordering, (w,<). Then w itself is
a chain which however does not have an upper bound in w. It follows that we cannot
conclude that there a maximal element above every n € w (and indeed there is no maximal
element above n).

PM is sometimes called Zorn’s lemma in honour of the American mathematician (al-
gebraist and group theorist) Max A. Zorn who first used this principle in 1935.

PM implies WO (see Theorem 3.14), although the proof is a bit less straightforward
than the proof that WO implies AC. As with AC and WO, we will later show that WO and
PM are in fact equivalent. See Section 6.2. The equivalence of all these independently
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discovered notions is for practical considerations a powerful reason for believing that these
notions are intuitively valid (true).

Theorem 3.14 PM implies WO. That is

(3.71) ZF - PM — WO.

The proof is included in Section 3.3.3

3.3.1 AN APPLICATION OF PM — ULTRAFILTERS

We show another application of PM (or equivalently of AC) in the construction of very
useful and important objects, the so called ultrafilters.

Definition 3.15 Let A be a set. A system F C P(A) is called a filter iff:
(i) AeF,

(i) If X € F and X CY thenY € F,

(1)) If X € F andY € F then XNY € F.

A filter F is called a proper filter iff ) & F.
Ezercise. Let F be a filter, then: F is not proper iff ) € F iff F = Z(A).

Lemma 3.16 F C Z(A) is a filter iff:
(i) AeF.
(ii) For all XY C A,

(3.72) XNYeF+XeF&Y €ePF.

Proof. If F is a filter according to Definition 3.15, then we need to show that X NY € F
implies that X € FFand Y € F. But clearly, XNY C X and X NY C Y, and so by (iii)
of Definition 3.15, X € FFand Y € F.

Conversely, if F' satisfies conditions (i) and (ii) of the Lemma, we need to show that
if X € Fand X CY then Y € F. But clearly, X = X NY € F and so by (ii), both X
and Y must be in F. O

Ezample. The following set % C #(w) is an important filter, the so called Fréchet
filter:

(3.73) F ={X Cw|w\ X is finite}.
Exercise. Verify that .% is indeed a proper filter.

Definition 3.17 We say that a system E C Z(A) has the finite intersection property,
FIP if for every n € w and all sequences eq, ..., ey of elements in E it holds that

(3.74) eoﬂ...ﬂen%w.

Lemma 3.18 Every E C P(A) with FIP can be extended into a proper filter.
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Proof. Define F' as follows:
(3.75) F={XCA|(3ne€w)(3ep,...,en)eoN...Ne, C X}

It is immediate that F' contains E and F' is a proper filter (Exercise). [Hint. To verify
that F' is closed under intersection, i.e. that for X,Y € F we have that X NY € F, argue
that if X DegN...Neyand Y DejN...Nel, then XNY DegN...Ne,NeyN...Ne,.]

O

Definition 3.19 A proper filter FF C P(A) is called an ultrafilter if F' is a filter and
moreover:

(3.76) For all X C A, either X or A\ X isin F.

Ezample. The Fréchet filter .% on w is not an ultrafilter. [Hint. Consider the set of
all even numbers.|

We say that a proper filter F' is maximal if it is a maximal proper filter with respect
to the relation C: i.e. there is no proper filter F’ such that F’ O F and F’ # F.

Lemma 3.20 Let F C P(A) be a proper filter. Then the following are equivalent:
(i) F is mazimal.
(i1) For every X C A with X ¢ F there is some Y € F such that X NY = (.

Proof. (i)—(ii). So let X be a subset of A which is not in F'. For contradiction assume
that for all Y € F', the intersection X NY is non-empty. Then the set F U {X} has FIP
because if Xi,..., X, are elements from F', then also X; N...N X, is in F' (because F'
is a filter), and by our assumption (X; N...N X,) N X # (. By Lemma 3.20, there is a
proper filter F’ which contains F U {X}. Since F' O F and F’ # F, F’ contradicts the
initial assumption that F'is maximal. There it follows that there must exists some Y € F
such that X NY = (.

(ii)—(i). Assume F is a filter and F' D F, F' # F, is also a filter. We will show that
F’ is non-proper, and hence F' is maximal. If X € F’\ F, then by our assumption there
is some Y € I such that X NY = (). Because F’ is a filter, ) = X NY € F’. This means
that F’ is not a proper filter, and so F' is a maximal proper filter. O

Lemma 3.21 For every F C P(A) the following are equivalent:
(i) F is an ultrafilter.
(ii) F is maximal.

Proof. (1)—(ii). Let F' be an ultrafilter. We want to show that F' is maximal. Let X not
in F be given. By above Lemma 3.20, it suffices to find Y € F such that X NY = (.
Since F is an ultrafilter, it follows that —X = A\ X isin F, and X N —X = (.

(ii))—(i). Let F' be maximal. Assume that X is not in F'. We want to show that
—X = A\ X must be in F. By Lemma 3.20, there is some Yx € F such that Yx N X = (),
which is equivalent to Yx C —X. This immediately implies that —X is in F' (by the
definition of filter). O
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Theorem 3.22 FEvery E C Z(A) with FIP can be extended into an ultrafilter.

Proof. Let us denote
(3.77) F = {F | F is a proper filter on A}.

We first show that (I, C) satisfies the condition that every C-chain has an upper bound.
Let € C F be a chain, i.e. a linearly ordered subfamily of F. We will argue that

(3.78) F=J%

is a proper filter which is the upper bound (in fact a supremum) of €. Clearly: A € F,
)¢ F,and if X € F and X C Y, then Y € F for every X,Y. It remains to show the
intersection property. Let X,Y be in F and fix Fx and Fy in % such that X € Fx
and Y € Fy; since % is a chain, we have either F'x C Fy or Fy C Fx. Without loss of
generality, assume that F'x C Fy is true. Then X,Y are in Fy, and since Fy is a filter
X NY isin Fy and then also in F'.

Let E C Z(A) be a system with FIP. By Lemma 3.18, E can be extended into a
proper filter F. By Principle of Maximality (PM), there is a maximal element above F'
in the ordering (F, C) of all proper filters on A. Let U O F be a maximal element (there
may be more of them). By Lemma 3.21, this U is the desired ultrafilter extending E. O

Exercise* Show that a proper filter F' on A is an ultrafilter iff it satisfies for all
X, Y CA:

(3.79) XUYeF+< XeFVY €F.

3.3.2 RAMSEY THEOREM AND ULTRAFILTERS

As an illustration of the use of ultrafilters, we will prove the following theorem.®

Theorem 3.23 (Ramsey) For every partion Q of [w]", r > 1, to finitely many pieces
k, k > 1, there exists an infinite set A such that [A]" C q for some q in Q.

Proof. (For more details, see Balcar and Stepanek, p. 277.) The proof will be by induction
on r. For r =1 and arbitrary 1 < k < w, this is just Dirichlet’s principle: if w is written
as a finite union of subsets of w, then at least one such subset must be infinite.

So assume the theorem holds r > 1, we show it for 7 + 1. Fix a uniform ultrafilter? U
on w. Let f: [w]"™! — k determine the partition.

(i) For any u € [w]" and i < k, set
X(u,i) ={r € w—ul| f(uU{z}) =i}.

Let g(u) be the unique ¢ < k such that X (u,g(u)) € U.

8The theorem can be proved also without the ultrafilters, but the ultrafilter construction provides more
control, and can be generalised.
9 An ultrafilter on w is uniform if all its elements are infinite.
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(ii) Hence g : [w]” — k determines a partition.

(iii) Using g, we construct ¥ C w which will contain a homogenous set A for f. Choose
first r elements of Y arbitrarily. Suppose for n > r, we have Y,, = {y;|j < n}
already constructed. For every u € [Y,]", X (u,g(u)) € U, and therefore

X = ([ X (u,9(w)) |u € [Ya]}

is in U and is therefore infinite. Therefore X,, — {p|p < yn—1} is non-empty. Let y,
be the least element of this set. Y is the union of Y,;,’s, n < w.

(iv) Consider g : [Y]" — k. By induction assumption, there is A C Y homogeneous for
g.10

(v) Suppose g(x) = 0 for all x € [A]". We show that g(z) = 0 for all [A]""!, proving the
theorem (if g(x) is not 0 but other number, the proof is the same). Let v € [A]""! be

arbitrary. We know that A C Y. Let y be the greatest element of v and v = uU{y}.
Then g(u) = 0 since u € [A]", and y € X (u,0), and therefore f(v) = f(uU{y}) = 0.

The proof is finished. O

3.3.3 PM mpLIES WO
Theorem 3.24 PM implies WO. That is
(3.80) ZF + PM — WO.

Proof. Let A be a set. We want to find an ordering < with dom(<) = A such that < is
a well-ordering.
Define

(3.81) & ={RC Ax A|R is a well-ordering on dom(R)}

and the ordering < on . by: R < R’ iff R C R’ and R’ end-extends R, i.e. all elements
in dom(R’) — dom(R) come after all elements of dom(R) in the ordering R’. This means
that whenever x € dom(R) and y € dom(R') — dom(R), we have (z,y) € R'.

& is non-empty because it contains at least () ({), being empty, is trivially a well-
ordering on its domain (). We want to apply PM to (., <).

To apply PM we need to check that every (non-empty) chain in (., <) has an upper
bound. Let a chain X C .¥ be given. We argue that | J X is in . and is an upper bound
of X in the ordering <.

First notice that | J X is a binary relation on A since it is a union of binary relations;
and also dom(|J X) is the union

(3.82) | {dom(R) | R € X}.

By reflexivity of R’s, we also have that dom(R) = rng(R) and so dom(|J X) = rng(|J X).
To show that |J X is in .¥ and an upper bound of X in the ordering < we need to
verify:

If h 1 Y — wis a bijection, then h can be used to define a partition ¢’ on [w]” such that if A is
homogeneous for g’, h~'[A] is homogeneous for g.
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(a) Ezercise. Verify that J X is indeed a partial order on dom(|J X).

(b) We need to show that J X is a well-ordering on dom(|J X). Let a non-empty ¥ C
dom(|J X) be given. Choose arbitrary R in X such that dom(R) NY is non-empty.
Because R is a well-ordering on its domain, dom(R) NY has the least element in the
ordering R; denote this element r:

(3.83) r = the R-least element in dom(R)NY.

We argue that 7 is in fact the least element in Y in the ordering |JX. Let y € YV
be arbitrary, we want to show that (r,y) is in [JX. Let R’ be a relation such that
y € dom(R'). If R C R, then y € dom(R) and so by (3.83), (r,y) € R and hence
(r,y) e UX. If RC R, and y ¢ dom(R), then we use the fact that R’ end-extends
R to conclude that (r,y) € R and so (r,y) € |J X.

(c) Lastly, we need to check that |JX is an upper bound of X in the relation <. If
R € X, then R C |JX. It is also easy to check that | J X end-extends the relation R,
and so R < JX.

By PM there is a maximal element above () € .. Let R € .% be one such element. We
will argue that dom(R) = A, and this will prove the theorem. Assume for contradiction
that there is some a € A not in dom(R). Define R’ by

(3.84) R ={{z,y)|{zr,y) e RV (r €dom(R) & y=a)V (zr=a & y=a)},
or equivalently, where we denote B = dom(R) U {a}:
(3.85) R' = RU(B x {a}).

It is easy to check that R’ € .¥ and that R’ is strictly bigger than R in the ordering <.
This is a contradiction with R being a maximal element in .. U

4 INTRODUCTION TO ORDINAL NUMBERS

4.1 BASIC PROPERTIES

The notion of well-ordering is very important because it allows us to define new objects
by a recursive construction — for instance one can define the function n — 2" by recursion
on w as follows: 2° = 1 and 2"*! = 2. 27 If we wish (and we do wish it) to use
recursion to construct new objects in an infinite number of steps, we need something
“longer” than w, yet with the same nice structure — in other words, we wish generalize w
to a well-ordered class which contains w as its initial segment. This leads to the definition
of ordinal numbers. In this section, we will focus mostly on the definitions and will not
give the proofs.
We wish to define ordinals so that they satisfy the following properties:

"1The words “induction” and “recursion” are often used with the same meaning. However, there is
tendency to prefer “recursion” for constructions of various objects and “induction” for proofs (as in a
“proof by induction”).
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(1) An ordinal will be a set of the form (o, <), where < is a strict well-ordering on c.
(2) We will also require that

a={f < a|f is an ordinal}.

(3) We will want that the class {«|« is an ordinal} is itself well-ordered by the strict
ordering <. And moreover the ordering < on the class of all ordinals will be universal
in the sense that for every ordinal («, <), the ordering on « is just the restriction of
the ordering on the class of all ordinal numbers.

It turns out that the simplest way how to do this is to use the relation € as the
well-ordering.

Before giving the definition of the ordinal number in Definition 4.5, we review briefly
the notion of restriction of a relation to a set (Definition 4.1) and of a transitive set
(Definition 4.3). These notions are important for other areas of set theory as well; we
therefore give some simple properties as well (Lemma 4.2, and 4.4).

Definition 4.1 Let R be a binary relation. The restriction of the relation R to a class
X, in symbols Rx, is a relation on X defined by

Rx ={(z,y)|ze X &ye X & (z,y) € R} = RN X2
To get familiar with the definition, let us prove the following:

Lemma 4.2 Let < be a strict well-ordering on a class A. Then for every B C A, the
restriction <p of < to B is a strict well-ordering on B.

Proof. Recall that < is a strict well-ordering on A if it is a irreflexive (a £ a for every
a € A) and transitive relation, and moreover every non-empty subset  C A has the least
element in the ordering <.

Clearly b £p b for every b € B because b is also in A and b £ b. If a, b, c are in B and
a <pband b <p c, then also a < b and b < ¢ and hence a < ¢. Since both a and c are in
B, a<pec

If x C B is a non-empty subset of B, then it is also a subset of A, and hence has the
least element a € x in the ordering <. This a is the least element of x in <p, which is
easy to verify. O

Definition 4.3 We say that a class X is transitive if

(4.86) (Va)[z € X — = C X].

Ezamples. 0, {0}, {0,{0}} and V are transitive classes. In general, if x and y are
transitive, so are x Ny and x Uy. Is {{0}} transitive?
There is another, equivalent, way of saying when x is transitive:

Lemma 4.4 X is transitive iff |JX C X.
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Proof. (—). If z € [JX, then there is y € X such that x € y, this by transitivity of X
implies x € X.

(«<-). We wish to show that x € y € X implies x € X. If z € y € X, then z € | X,
and hence by the assumption [J X C X, z must be in X. O

Now we come to the important definition of an ordinal number.

Definition 4.5 A set x is called an ordinal, or ordinal number if x is a transitive set
and the restriction
€, =€ Na?

s a strict well-ordering on x.
The class of all ordinals will be denoted ORD:
ORD = {z |z is an ordinal number}.

From now on, we will denote ordinal numbers by small case Greek letters from the
beginning of the alphabet: «, 3,7, .... We shall often write < instead of € for the ordering
on the ordinal numbers (mostly because there is the convention to denote orderings by
<; however do not forget that the ordering is in fact €).

Here are some important facts about ordinal numbers:'?

Fact 4.6 Let o, 8,7 be ordinal numbers.
(i) a & a.
(ii) a € &P EY— acEr.
(iii) aU{a} =g a+1 is an ordinal number, and o + 1 is the immediate successor of a
in the ordering € on ORD.
(iv) If A C ORD is a non-empty class, then there exists a € A which is the least element
of A in ORD.
(v) If a is a subset of ORD, then |Ja is the supremum of a in ORD.
(vi) ORD s a proper class.

Fact (4.6) says that € is a strict ordering (i,ii) on the ordinal numbers which satisfies
that for every a there is an immediate successor o + 1 (iii), and moreover € well-orderes
ORD in a very strong sense: not only every non-empty set has the least element, it also
holds that every non-empty class has the least element (iv). (v) says that the ordering
on ORD has suprema for all sets of ordinal numbers.

Let us state the following Corollary:

Corollary 4.7 € is a set-like well-ordering in ORD.
Here are some more facts:

Fact 4.8 (i) All natural numbers n € w are ordinal numbers, and w itself is an ordinal
number. w is the supremum of w C ORD. w is the initial segment of ordinal
numbers.

12We will not give proofs for the Facts concerning ordinal numbers. However, an interested student
should read the proofs in [1].
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(ii) For every a in ORD, « is an initial segment of ordinal numbers and (o, €) is a
well-ordered set.

Ordinals can be divided into three types:

Fact 4.9 (Three types of ordinals) FEvery ordinal « falls into exactly one of the fol-
lowing three types:
(i) o =0; in this case « is the least element of ORD and is often denoted simply as 0.
(i1) « is of the form B+ 1 for some 5 < a.
(iii) If « is not 0, nor equal to B+ 1, then we call o a limit ordinal. For instance w is a
limit ordinal.

FEzercise. Show that « is a limit ordinal iff for every 8 < a, 6+ 1 < .

All elements of ORD smaller than w are called finite ordinals. Finite ordinals can be
identified with natural numbers 0,1,2,3,.... We say that a set x is finite if there is a
bijection between x and some finite ordinal.

The following fact captures one of the most important properties of ORD which are
used in practice.

Fact 4.10 (Representation of well-ordered sets)
For every well-ordered set (x,<) there exists one and only one ordinal o such that

(4.87) (x,<) and (o, €) are isomorphic.

Remark 4.11 All the properties of ordinal numbers can be shown just in ZF without
the Axiom of Foundation and the Axiom of Choice. This is not important for us right
now, but will have some significance in more advanced lectures. This contrasts with the
properties of cardinal numbers (introduced below) which heavily rely on AC.

4.2 ADDITION AND MULTIPLICATION OF ORDINAL NUMBERS

We can define the usual operations on ordinal numbers, such as a+ 3, - 8, and a®. The
definitions of + and - have a “geometric” motivation. To explain this motivation, we first
define a well-ordering of pairs of ordinal numbers:

(4.88) (040,,80) <y (al,ﬂl) —ag <oV (Oé() =a1 & ﬂo < ﬂl)
We call <; the lezicographical ordering of ORD?.
Lemma 4.12 The ordering <; is a strict well-ordering on ORD?.

Proof. Tt is clearly antireflexive and transitive (exercise). We will show that it is a well-
ordering. So let A € ORD? be a non-empty set, we wish to show that there is some pair
(v, Bo) such that (ag, Bp) is the <;-least element in A. Let us define:

ap = the < -least element of {a| (38) (o, B) € A},

and
Bo = the < -least element of {5 | (ap, 8) € A}.
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This definition is correct because both sets are non-empty if A was non-empty; it is also
obvious that (ag, 59) € A. If (a, 8) # (o, fo) and («, 3) € A, then by the construction
of v, fo, we have that either ap < «, in which case (g, 5o) <; (@, ), or ap = « but
Bo < B, and hence again (ag, 5o) <; (e, 5). It follows that (g, By) is the <;-least element
of A. O

We define:
Addition.

(4.89) a + B = the unique ordinal isomorphic to (({0} x ) U ({1} x 8), <;).
Multiplication.
(4.90) a - = the unique ordinal isomorphic to (5 x «, <;).

Note that these operations are not commutative:
FExercise:

1. Verify the following:
(i) 1+w=uw,

(i) 1+w<w+1,

(iil) 2w = w,

(iv) wtw=w-2

2. Show that in the definition (4.90), it does matter whether we write 8 X v or a X 3.

The definition of exponentiation o/® has no immediate geometric intuition; it is defined
using a transfinite recursion; see Section 6.3.

4.3 TRANSFINITE INDUCTION

Ordinal numbers are a generalisation of natural numbers, and therefore make it possible
to formulate a more general version of the induction-based arguments available for natural
numbers. Since the induction on ORD goes beyond all n < w into infinite stages, we call
it a transfinite induction.

The following theorem generalizes the induction theorem for natural numbers which
states that if A C w contains () and is closed under the successor operation, then A = w:

Theorem 4.13 Let A be a subclass of ORD such that for every ordinal o holds:
aCA—acA,

then A = ORD.

Proof. For contradiction assume that « is the least ordinal which is not in A. Then
a C A (because every ( smaller than « is in A, and “smaller” in ORD means €), and by
assumption a € A. Contradiction. O

This can be reformulated for successor and limit ordinals:
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Theorem 4.14 Let A be a subclass of ORD such that for every ordinal o holds:
(i) 0 € A,
(ii)) a e A—>a+1€A,

(11i) For a limit ordinal a: (VB < a)f € A] = a € A,

then A = ORD.

Recall the inductive construction of 2" for n < w: we define 2° = 1, and 2"*! = 2.27,
The correctness of this definition follows from the following theorem on construction by
induction on w: if G : w — w is a function and a € w, then there is a unique F : w — w
such that F'(0) = a, and F(n+1) = G(F(n)). In our example, setting a = 1, and G = 2n,
we get the function 2". This theorem generalizes as follows:

Theorem 4.15 Let G be a class function from V to V. Then there is a unique function
F from ORD to V such that for every o € ORD:

The following simpler form of Theorem 6.1 is often used:

Theorem 4.16 Let G be a class function from V to V and a an arbitrary set. Then
there is a unique function F from ORD to V such that

(1) F(0) =a,

(ii) For every o, F(a+ 1) = G(F(«)),
(iii) For every limit o, F(a) = G(F [ v).

For the proof and applications, see Sections 6 and 6.2.

5 INTRODUCTION TO CARDINAL NUMBERS

Cardinal numbers are sets which we assign to other sets to measure their size. This works
similarly as for the finite sets: to a set containing say three elements a,b,c we assign
number 3, etc.

It turns out that with the Axiom of Choice, the best way to measure the size of
sets is to use ordinal numbers introduced above. In particular, Theorem 4.10 seems to be
helpful in measuring sets: if we can well-order a set x, we can “measure” it with an ordinal
number. But there is a slight problem with measuring size according to Theorem 4.10:
the ordinal which measures the set is determined by the well-order. Thus it is possible
that x is well-ordered by two orderings <; and <o, (x,<;) and (z, <), but the unique
ordinals are different:

(5.91) (x,<1) = (q, €) and (x, <2) = (ag, €) and oy # as.

Ezercise. Consider for instance w, which can be ordered by an ordering isomorphic to
w ~+ 1 but also to w (more options are possible).

Ezxercise If x is finite, then the ordinal « is unique (i.e. does not depend on the well-
ordering) and is equal to some n < w.

The undesirability of the non-uniqueness of the ordinal in (5.91) is solved by taking
the least ordinal which can measure x in the sense of (5.91); see Definition 5.1.
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5.1 'THE DEFINITION

Our intuition (extrapolated from the finite sets) says that the cardinal numbers should
have the following basic properties:

(i) For each set = there exists a unique element of CARD denoted |z|,

(ii) |2 ~ =,

(iii) « =~ y, then |z| = |y.

As we mentioned above, it is not convenient to measure size of set by an ordinal given

by Theorem 4.10 because the ordinal is not unique. To ensure properties (i)—(iii) above,
we make the following definition:

Definition 5.1 (Cardinals.) We say that an ordinal « is a cardinal if there is no f < «
such that B = «. The class of cardinals is denoted CARD.

If z is a set, then we define the size of |z| as follows:

(5.92) |z| = the least ordinal « such that o = x.

5.2 BASIC PROPERTIES

The Axiom of Choice is very important in dealing with cardinals. Some of the results
below are provable without AC, but we will not keep track of this. From this time on we
assume AC and often use it without mentioning.

Lemma 5.2 (i) |z| is defined for every x and is unique.
(i1) For every set x, the size |x| is an element of CARD.
(iii) For every set x, |x| =~ x.

(iv) For all sets x,y, x =y — |z| = |y|.

Proof. Ad (i,ii). Let (z,<) be any well-ordering of z (there is one by AC which implies
WO). By Theorem 3.8 there is a unique ordinal « such that (z, <) & («a, €), which implies
x ~ «a. Since ORD is well-ordered, there is the least ordinal § < « such that § =~ « (by
transitivity of ~, 3 is the least ordinal such that 5 ~ z). It follows that g is a cardinal
number and |o| = |z| = 6.

Ad (iii). By definition of |z]|.

Ad (iv). If z &= y and 8 = |z|, then by transitivity of ~ we obtainy ~ x = § — y = 3,
and so |y| = 8. O

Natural numbers are all cardinals, and are called finite cardinals. We say that x is
finite if there is n € w such that |z| = n. If there is no n < w such that |z| = n, then x is
called infinite.

Cardinals (usually infinite) are denoted by Greek letters x, A, . . ..

Lemma 5.3 The following hold about cardinals:
(i) w is the least infinite cardinal.
(ii) Every infinite cardinal is a limit ordinal.
(iii) For every cardinal K there is a cardinal X such that X > k.
(w) If (ke | € < o) is an increasing sequence of cardinals for o a limit ordinal, then the
supremum K = sup({rk¢ | £ < a}) is a cardinal.
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Proof. Ad (i). Every natural number n < w is a cardinal because one can show — by
induction — that there can be no bijection between m,n for m # n. w is the supremum
of natural numbers, and it is a cardinal because there can be no bijection between w and
a natural number.

Ad (ii). For every infinite ordinal @ > w, one can easily construct a bijection between
a+1 and o: for instance set i(a) = 0, i(n) = n+1forn € w, and i(f) = B forw < B < a.
It is easy to check that 7 : o +1 — « is a bijection. It follows that no cardinal greater
than w can be of the form a 4 1 for some ordinal a.

Ad (iii). If s is a cardinal, then by Cantor’s theorem £ < (k). By AC, |2 (k)| exists
and must be bigger than k.

Ad (iv). By contradiction. Assume that there is a bijection b : & — « for some
a < K. Since k is the supremum of r¢’s, there is some ¢ such that o < k¢. We reach
contradiction by arguing that there is a bijection between o and k¢, contradicting the
fact that k¢ is a cardinal. By Cantor-Bernstein’s theorem, it suffices to show a = k¢
and k¢ = a. The first inequality is obvious, because a@ < k¢. We will show the second
inequality. It suffices to find a 1-1 function from k¢ into a. However, this is easy: clearly
b restricted to k¢ is such a function.

Note that (iii) and (iv) together imply that cardinal numbers are unbounded in the
ordinal numbers, i.e. for every a € ORD, there is a cardinal k such that a < k. O

If  is a cardinal, then the least cardinal above & is denoted as k™.
5.3 DEFINITION OF ADDITION, MULTIPLICATION, AND EXPONENTIATION ON CARDI-
NALS

We define the following basic operations for cardinal numbers:

Definition 5.4 (Addition.) Let k and X\ be cardinals. We define

(5.93) K+ XA=|k+ A,

where the sign + on the righthand side denotes the addition on ordinal numbers.

Caution: This means that + for CARD and ORD is not the same operation. For
instance w + w = w - 2 > w if we sum ordinal numbers, but w + w = w if we sum cardinal
numbers (we will show this later, see Corollary 7.3).

Definition 5.4 can be rephrased as follows. The sum k + A is the size of disjoint union
X UY, where X and Y are disjoint and | X| =k and |Y| = A (if X,Y are disjoint, we call
X UY the disjoint union of X and Y’). Note that this definition does not depend on the
particular sets X, Y which we choose: if | X'| = |X| and |Y'| = |Y], and X’ and Y’ are
disjoint, then the size of the union of X,Y is the same as the size of the union of X', Y’
(Exercise).

Definition 5.5 (Multiplication.) Let k and A be cardinals. We define
(5.94) K-A=lk-A,

where the sign - on the righthand side denotes the multiplication on ordinal numbers.
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Caution: This means that - for CARD and ORD is not the same operation. For
instance w - w = w? > w if we multiply ordinal numbers, but w - w = w if we multiply
cardinal numbers (we will show this later, see Corollary 7.3).

Similarly as for the addition, we can view k- A is the size of a Cartesian product X xY,
where | X| = r and |Y| = A. Note that this time X and Y are not required to be disjoint.

Lemma 5.6 For all cardinal numbers k, X such that 1 < K, A:
(5.95) K+A<K-A

Proof. Given X and Y such that |X| > 1 and |Y| > 1, we need construct a 1-1 function
from the disjoint union of X and Y to the product X x Y. This is easy, Exercise. O

Definition 5.7 (Exponentiation.) Let k and A be cardinals. We define
(5.96) R ={F1f A= w},
where f : A — Kk denotes a function with domain A\ and range included in .

It is customary to write *x to denote the set {f|f: A — x}, and so
(5.97) KN =kl

Caution. The ordinal exponentiation and the cardinal exponentiation are defined differ-
ently. Cardinal exponentiation is a complicated notion which is not completely determined
by the axioms of ZFC. See Section 7.7.

Special case of cardinal exponentiation is 27 for a cardinal x. This cardinal measures
the size of the powerset of sets of size k:

Lemma 5.8 If A is a set and |A| = k, then |2 (A)| = 2.

Proof. Let b be a bijection from A onto &.
We define a bijection g from Z?(A) onto “2 as follows:

(5.98) g(x) = Xz, where x.(€) =1if b71(¢) € z, and x,(£) = 0 otherwise,

for every x C A. Tt is easy to check that g is indeed a bijection and so Z(A) =~ "2 and so
|Z(A)| = 2". The function x, is called the characteristic function of x. O

5.4 ALEPHS

We have learned above that the class of all cardinal numbers is unbounded and contin-
uous'™® in the class of all ordinal numbers. Since ordinal numbers are well-ordered, we
can enumerate all cardinal numbers, one by one, giving them ordinal numbers as indices.

This enumeration is called the function aleph, and denoted X. For « in the domain of

13By continuity we mean that if ko < k1 < ... is an increasing sequence of cardinals, then their limit
(in the ordinal numbers), is a cardinal; see Lemma 5.3(iv).
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N, we write X, instead of RX(«). For practical reasons, we start the enumeration at w,
ignoring the finite ordinals. Thus 8y = w (the first infinite cardinal), X; = the second
infinite cardinal, o = the third infinite cardinal, ..., R, = the w-th infinite cardinal, etc.

How do we define N, formally for all ordinals a? We can use for instance transfinite
recursion, see Theorem 4.16: By recursion define function X : ORD — CARD:

(5.99)
Ny = w,
Not+1 = the least cardinal strictly greater than R,
Ny = the supremum of the cardinals {RXg |5 < A}, for X limit.

Notice that the definition of the limit is correct because the supremum of cardinals is
a cardinal (continuity of cardinals) by Lemma 5.3(iv).

5.5 CARDINAL ADDITION AND MULTIPLICATION

The following theorem will be proved in Section 7.1. It says that addition and multipli-
cation of infinite cardinals is very simple. This contrasts with the situation for exponen-
tiation, see Section 5.6.

Theorem 5.9 For all cardinals k and A, at least one of them infinite:

(5.100) K+ A=k -\=max(k,\).

5.6 EXPONENTIATION AND THE CONTINUUM HYPOTHESIS

There is very little one can prove about exponentiation x* in ZFC. Some more results
above those in Lemma 5.10 can be proved, see Section 7.6, but in general the cardinal
exponentiation is a very complex subject.

Lemma 5.10 Let s, A be infinite cardinals. Then the following hold:
(i) k< 2.
(i) K < A — 28 <22,

Proof. Ad (i). By Cantor’s theorem x < |#(k)|. By Lemma 5.8, |2 (k)| = 2"~.

Ad (ii). This follows from the fact that from the assumption £ < A, one can find a
1-1 function from £ (k) to £2()\). Note that in general, we can only show 2% < 2*, but
not 2% < 2%, O

Recall that there is a bijection between R and Z?(w). This size of real numbers
therefore equals to the size of 2 (w), which is 2%. By Lemma 5.10(i), ®; < 2%. Can we
say more about 280714

David Hilbert formulated in 1900 the following conjecture, called the Continuum Hy-
pothesis, CH:

(5.101) oo = .

Since 2% is a cardinal, there must be some ordinal « such that 2%° = R,. The question is, can we
find out which « it is?
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It took 62 years to find out (Goedel, Cohen) that CH is not provable nor disprovable from
ZFC if ZFC is consistent. CH is thus the most famous independent sentence over ZFC.1?
In other words, ZFC does not provide enough information to decide which « is such that
2N =R,

The Continuum Hypothesis can be generalised to the so called General Continuum
Hypothesis, GCH:

(5.102) (Vo € ORD) 2% = R, ;.

GCH is also independent over ZFC.

6 MORE ON ORDINAL NUMBERS AND TRANSFINITE RECURSION

6.1 TRANSFINITE RECURSION THEOREM

Above, we have stated a theorem about transfinite recursion without giving a proof, see
Theorems 4.15 and 4.16. We now give the proof:

Theorem 6.1 Let G be a class function from V' to V. Then there is a unique function
F from ORD to V such that for every o € ORD:

Proof. We will construct the required F' as a union of partial approximations. Set

X = {f[(3a € ORD) dom(f) = a & (VB < a)f(B) = G(f )}

The system X has the following properties:

(i) For every f € X and 8 € dom(f), the restriction f [/ is also in X,
(i) If f, f are in X and a € dom(f) Ndom(f’) then f(«a) = f'(c),
(iii) Every a € ORD is the domain of some f € X.

We argue that these conditions are true.

(i) is obvious (if v < B then f(v) = fIB(v) = G(f 7))

(i) Let functions f, f/ in X be given. Clearly, the intersection dom(f) N dom(f’) is
some ordinal, let us denote it as . We want to show that for every a < v, f(a) = f'(a).
That is we want to show that

A={a<y|fla)=f(a)}

is equal to . Using Induction theorem 4.13 (localised to +), it suffices to show that if
a < 7 is such that « C A, then o € A. The fact @ C A means that f [ a = f' [ a; by
definition of X, f(a) = G(fa) = G(f' | «a) = f'(a). It follows that A = ~.
(iii) Again we use the Induction theorem, this time Theorem 4.14 to make things more
clear. Let
A={a|3f € X)a=dom(f)}.

15There are many more independent sentences over ZFC; by the way, AC itself is independent over ZF.
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(Successor step) If & € A given and f is such that dom(f) = «, then the function f’
defined by

fr=1u{(e,G(f))}

is a function in X with domain o + 1 € A.

(Limit step) If o is a limit ordinal such that o C A, then for every 5 < « there is some
fs € X such that 8 = dom(f). By (ii), the union s, fs is a function with domain «,
which we will denote as g. If v € dom(g), then by definition of g there is some fg such
that v € dom(f3); it follows that g € X because

9(v) = fs(v) = G(falv) = G(g ).

It follows that o € A, and by Theorem 4.14, A = ORD as desired.

Properties (i)—(iii) suffice to finish the proof of the theorem. By (ii), F' = |JX is a
function, and by (iii) the domain of F'is ORD. We show that for every o, F'(a) = G(F [ ).
If « is an ordinal, then by (ii) there is some f € X such that o € dom(f) and

fla) = F(a), fla=Fla.

It follows that

as desired.
By transfinite induction 4.13 one can also easily show that if F’ is a function satisfying
the definition of F', then F' = F’. It follows that F is unique. FEzercise. U

Recall that if f is a function and x C dom(f), then f[z] = f”z denotes the set
(] Ga € 2)f(a) = b}.

The above theorem has several variants.

Theorem 6.2 Let G be a function from V to V. Then there is a unique F': ORD — V
such that for every a:

Proof. Define a function G’ by setting: G'(x) = G(rng(z)) if « is a binary relation, or { if
x is not a binary relation. Then apply Theorem 6.1 to G’: there is a unique F' such that

F(a) = G'(Fla) = G(Fla]).

Another variant (compare with Theorem 4.13 and 4.14):

Theorem 6.3 Let Gy and Ga be two functions from V to V and a a set. Then there is
a unique ' : ORD — V' such that:

(i) F(0) = a,

(ii) Fla+1) = G1(F()),
(i1i) F(X) = Ga(F[N]), where X is a limit ordinal.
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Proof. Ezercise*. Hint: define G by:
G(z) = Gi(z(a)), if x is a function and dom(x) = o + 1,
= Ga(rng(z)), if = is a function and dom(x) = A, for A a limit ordinal

= a, otherwise.

Apply Theorem 6.1 to this G. U

6.2 AC, WO, AND PM ARE ALL EQUIVALENT

Recall that Theorem 3.11 shows that WO implies AC, and Theorem 3.14 shows that PM
implies WO. To complete the equivalence between these principles, we will show now that
AC implies PM.

Theorem 6.4 Aziom of Choice implies Principle of Mazximality:
(6.103) ZF F AC — PM.

Corollary 6.5 AC, PM, WO are all equivalent, i.e.

(6.104) ZF F AC + WO + PM.

Proof. (of Theorem 6.4) Let (P, <) be a partially ordered set which satisfies the condition
that every chain in P has an upper bound (see Definition 3.13 for the formulation of PM
and for the meaning of chain). Using AC, we want to show that above every element
p € P there is a maximal element a in the ordering <, i.e. p < a and there isno b € P
such that a < b.

By AC, we can fix a choice function C on &(P). Let p € P be given. We will find a
maximal element above p using transfinite recursion.

Define by transfinite recursion function F': ORD — P:

FO) = p,
Fla+1) C({qe P|F(a) <q}), if {g € P|F(a) < ¢} is non-empty,
p, otherwise,
Aimit, F() = C({g € P|(¥8 < NF(8) < a)),
if {F(8)|5 < A} is a strictly increasing chain,

= p, otherwise.
The following claims hold, proving the theorem:

e There is unique @ € ORD such that F'(a+1) is equal to p, and for all 8, 0 < 5 < a,
F(B) # p, and {F(B)|0 < 8 < a} is a strictly increasing chain of elements in P.
Denote this a by ag.

e The maximal element in P above p is equal to F(ayp).

The proof of these claims is left as an exercise for the reader. U

Remark 6.6 A simple modification of the proof shows directly that AC implies WO.
(Exercise.)
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6.3 ORDINAL ARITHMETICS — DEFINITION OF OPERATIONS

We have seen above in Section 4.2 that addition and multiplications have geometrical
motivations. In this section we define addition and multiplication also by recursion;
recursion has the advantage that it can be used to define the ordinal exponentiation af
as well.

Definition 6.7 (Addition.) For all ordinal numbers o we define by induction on (3 in
a + B the addition as follows:

(i) a+0=q,
(i) a+(B+1)=(a+p5)+1,
(iii) a+ B =sup{a+&|€& < B}, for limit S.

Definition 6.8 (Multiplication.) For all ordinal numbers o we define by induction on
B in « - B the multiplication as follows:

(i) a-0=0,
(i) a-(8+1) = (a-B) +a,
(ili) a- B =sup{a-£|& < B}, for limit 3.
Ezercises.
1. * Verify by transfinite induction on 3 that the geometric definitions of addition and
multiplication are equivalent to the definition by transfinite induction.
Transfinite induction allows us to define also the exponentiation of ordinal numbers:

Definition 6.9 (Exponentiation.) For all ordinal numbers o we define by induction
on 3 in o the exponentiation as follows:

(i) a¥ =1,
(i) aPtD) = () a,
(iii) o = sup{at |¢ < B}, for limit B.

Ezercises.

1. * Try to visualize the following ordinal numbers: w < W -2 < wW-3 < wW-w = w? <
(W) +w <wd <w? <w” =w) < ¢ =sup{g(n)|n < w}, where g(n) is defined
by recursion as follows: g(0) = w, and g(n + 1) = w9, [All these numbers still
have the size w.]

We will state the following important normal form theorem without proof:

Theorem 6.10 (Cantor’s Normal Form Theorem.) Every ordinal o > 0 can be rep-
resented uniquely in the form:

(6.105) a=w k. WOk,
where n is a natural number > 1,a > P1 > ... > Bn, and k1, ..., k, are non-zero natural
numbers.

Remark 6.11 Notice that the normal form for ordinals is reminiscent of the decadic
“normal form” for numbers: any number [ € w can be uniquely written as [ = 10™ - k; +
...+ 10% - k,. In Cantor’s normal form theorem, the base is w (instead of 10 as in the
decadic representation).
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6.4 NORMAL FUNCTIONS AND FIXED POINTS

Definition 6.12 We say that a function f : ORD — ORD is normal if the following
hold:

(i) f is increasing: Vo, B)a < f — f(a) < f(B).

(ii) f is continuous: for every limit ordinal vy,

(6.106) f(v) =sup{f(B)|B <~}

Addition and multiplication are normal functions in the second variable (see Exercises
below); but not in the first variable. Exponentiation is continuous in the exponent (see
Exercises below).

Definition 6.13 Let f : ORD — ORD be given. We say that « is a fized point of f if
(6.107) fla) = a.

Remark 6.14 Fixed points are easy to find for normal functions (see Lemma 6.16 below).
Note that fixed points for addition and multiplication are possible only because we deal
with infinite numbers (limit ordinals). If we add finite numbers, there are of course no n
and k greater than 0 such that n + k = k.

The following is a simple lemma concerning normal functions:
Lemma 6.15 Let f be a normal function on ORD, then
(6.108) for every a,a < f(av).

Proof. We proceed by induction: assume for contradiction that ag is the least ordinal
such that

(6.109) flaw) < o

Using the fact that f is increasing, we obtain from (6.109):

(6.110) f(f(w)) < f(ao) < ao,

which contradicts that ag was the least such that (6.109) holds. O

We now show that the notion of normality ensures that normal function have un-
boundedly many fixed points:

Lemma 6.16 (Fixed-point lemma) If f is a normal function from ORD to ORD,
then it has arbitrarily large fized points, i.e. for every~y there is a > 7 such that f(a) = a.

Proof. Let v be given. Define the following function g by induction on w:

9(0) =
gin+1) = f(g(n)), for every n € w.
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We know by Lemma 6.15 that f(8) > § for every 53, and so f() > ~. Now there are two
possibilities.

Either f(v) = 7, and ~ itself is a fixed point f (and the proof is finished because we
can set a = ).

Or f(vy) > ~. In this case one can use the fact that f is increasing to show by induction
onn < w that g(n+1) > g(n) for every n. In other words, we have the following situation:

(6.111) g9(0) =v<g(1)=f(v) <g(2)=f(f(v) <....

Set v = sup{g(n) |n < w}. We will show that f(a) = «, and this will finish the proof.

First note that « is a limit ordinal (this means that for every 6 < o,  + 1 < «; this
is obvious because § < g(n) for some n and therefore 6 +1 < g(n) < g(n + 1) < «). By
continuity of f (because f is normal), we know

(6.112) fla) =sup{f(B) B < a}.

Denote A = {f(B8) |8 < a} (A is thus a subset of ordinals). It suffices to show that
a = supA because then o« = f(«). To argue that « is the supremum of A, we need to
show two things:
(a) « is the upper bound of A, i.e. for every 5 < «, f(5) < a, and
(b) « is the least upper bound, i.e. for every § which is an upper bound of A, we have
a < 6.
We argue for (a) as follows: Let 8 < «, and f(3) be given. By the definition of «, there is
some n such that § < g(n) < a. It follows f(5) < f(g9(n)) = g(n 4+ 1) < a, and therefore
« is indeed an upper bound of A.
To argue for (b), first notice that because the ordering on ORD is linear, the following
are equivalent: (b) and (b’), where
(b’) For every ¢ < «, there is some §' € A, § < §'.
The items (b) and (b’) are equivalent because with linearity the fact that § is not an
upper bound, i.e. (30’ € A) §' £ 4, translates to the fact that §' > 4.
Now (b’) follows because if § < a, then for some g(n) € A4, § < g(n). O

FEzxercises.

1. * Verify that for a fixed «, the functions f, and g, defined on ORD are normal,
where: fo(8) = a+ 5 and go(8) = a - 5. We say that addition and multiplication
is a normal function in the second variable (.

2. * Verify that for a fixed «, the function r, defined on ORD is normal, where:
ro(B) = a?. We say that exponentiation is a normal function in the second variable

B.
3. * Using Lemma 6.16 argue that there are 3,7, such that:

(i) w+ B = pB; argue using the construction in Lemma 6.16, that the least such
B > w is the ordinal w - w.

(ii) w -+ = =; argue using the construction in Lemma 6.16, that the least such
B > w is the ordinal w®.
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(iii) w® = §. The least § above w such that w® = § (constructed using Lemma 6.16)
is denoted as €y (see above).

4. * Using Lemma, 6.16, argue that if § = w®, then:

(i) w+d=4,
(i) w-d =0,
(iii) w® = 4.
[Hint: 6§w+6§w-5§w5:5.]

6.5 w AS A DOMAIN OF A MODEL FOR PA

We will show that we can define in ZFC basic arithmetical operations such as +,- and
relations such as < on w in such a way that the resulting structure satisfies all axioms of
arithmetics.
Recall that Peano Arithmetics, PA is a theory in the language {+,-,0, 5, <, <} with
the following axioms:
(Vo,y)(S(z) = S(y) = = =y),
(Vz)(S(x) # 0),
(Vz)(z # 0 — (y)z = S(y)),
(Vz)(z + 0 = x),
(Vo,y)(z + S(y) = S(z +y)),
(Vx)(x-0=0),
(Vo,y)(z - S(y) =z -y + ),
(Va,y)(x <y <+ (Fv)v+ax=1y),
(Vo,y)(z <y < (F)(S(v) +z =y),
(Schema of Induction) For every formula ¢(z,Z) with free variables x and & =
xo, ..., Tn_1, we add the following axiom:

(VI)(¢(0,7) & [(Va)(p(z, ) = ¢(S(2),Z))] = (Vo)p(z, T)).

From these axioms one can show all the usual properties of the operations, for instance
commutativity of + and -.

We will show that we can define operations S, +, - and relation <, < in ZFC, so that
w together with these operations satisfies all axioms of PA. We call this structure the
arithmetics as built in ZFC.

Recall that in Section 4.2 we have defined + and - on ordinal numbers using the
lexicographical ordering <; on ORD. Since w is an initial segment of ORD, we can
straightforwardly apply these results.

Definition of zero, 0. We set 0 = ().

Definition of the successor, S. For n € w we define S(n) = nU{n}.

Definition of addition, +. For n,m € w define n+m as the natural numbers which
is isomorphic with the set

© 0N O W

H
o

({0} xn) U ({1} x m)
ordered by <;.

Definition of multiplication, -. For n,m € w define n - m as the natural numbers
which is isomorphic with the set

n X m, or equivalently m x n
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ordered by <.

Remark 6.17 One might wonder how we know that the ordinal isomorphic with ({0} x
n)U ({1} x m) is a finite ordinal. This is shown by induction on m in n + m, using the
fact that w is an inductive set. Similarly for n - m.

Definition of ordering < and strict ordering <. We define for n,m € w,
n<ms<nem, andn<ms<n<mVn=m.
Theorem 6.18 w with the operations above satisfies all the axioms of PA.
The proof is in a sense obvious, but also long, and we will therefore omit it.

Corollary 6.19 ZF proves the consistency of PA (where PA is formulated within ZF).
This is denoted as:
ZF F Con("PAT),

where "PA™ denotes the formalisation of the usual axioms of PA within ZF.

6.6 THE WELL-FOUNDED UNIVERSE

Using Theorem 6.3, let us define a class function V and a class WF, where WF is abbre-
viation for “well-founded”:

(6.113) Vo = 0
Va+1 == @(Va)
Vi = Ugey Voo if Ais a limit ordinal

WF = UaEORD VO!

Note that we write (as is customary) V,, instead of V(a). We will show below, see
Theorem 6.25, that the class WF contains all sets if we assume the Axiom of Foundation.
It follows that under the Axiom of Foundation, the universe of all sets has a very simple
and elegant description (6.113).

We first show some simple properties of WF:

Lemma 6.20 (i) For each o, V, is a transitive set.
(11) For each «, and every B < a, Vg C V,.
(iii) For each o, o C Vo, and ORD C WEF.

Proof. Claims (i) and (ii) will by shown together by induction following Theorem 4.14.
Let us denote

(6.114) A ={a € ORD |V, is transitive and (V5 < o)V C V,, }.

We show that A = ORD. We need to show:

(a) 0 e A,

(b) If « € A, then a + 1 € A,

(c) Ifall B < X arein A, then A € A (for A limit).
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Ad (a). Clearly, 0 € A.

Ad (c). First note that if A is a limit ordinal, then for every 3 < A, V3 C V) because
Vi= U6<>\ Vs.

If X is a limit ordinal, and = € V), there is some 8 < A such that x € V3. Since V3
is by the induction assumption transitive, we obtain x C Vg C V). It follows that V) is
transitive. This shows that A € A.

Ad (b). Let us assume that o € A, we will show that a+1 € A. Since V,, is transitive,
we obtain that V,, C Vy41: if € V,, then  C V,, and hence z € V1 = £(V,). This
suffices to show that V41 is transitive: if x € V1, then ¢ C V, C V441, and hence
x C V441, which shows that V41 is transitive.

If B < a, then Vg CV, C V41 by the induction assumption. If 8 = o < a + 1, then
this means V,, C V41, which we have already shown. This implies that o + 1 € A.

Combining (i)—(iii), we conclude that A = ORD as desired.

Ad (iii). This is again shown by induction: It holds for () and A limit (to show that
A C V) use the fact that o € A implies by induction assumption that o« C V,, and so
a € Voqp1 CVy). To argue that o« + 1 = aU {a} C V,41, note that o C V,, implies
a € Vo1, and so a+ 1 C V. O

Corollary 6.21 WF is a transitive class.

Proof. 1If x € WF, then there is some « such that x € V. By transitivity of V,, we obtain
x C V, and because V, C WF, we conclude x C WF. O

We make the following useful definition.

Definition 6.22 The rank of a set © € WF, in symbols rank(z), is the least « € ORD
such that x € Vgy1. Equivalently, rank(x) is the least « € ORD such that x C V.

It follows that if o = rank(z), then z C V,, * € V,,, and = € Vp for every 8 > a. Note
that rank(z) can be a limit ordinal.
We sum up the basic properties of the rank function:

Lemma 6.23 Basic properties of the rank function:
(i) For any o, Vo, = {z € WF |rank(z) < a}.
(i1) If y € WF, then
(a) Yz € y(x € WF & rank(z) < rank(y)),
(b) rank(y) = sup{rank(z) + 1|z € y}.

Proof. Ad (i). If x € V,, then by definition of the rank, rank(z) < «. Conversely, if
rank(z) < «, then 2 € Vj for some § < «, and so z € V.

Ad (ii)(a). If z € y € WF, then by transitivity of WF, x € WF. As y C Vj,ni(,) and
rank(y) is the least such, x € y implies & € Vini(y), and so rank(z) < rank(y).

Ad (ii)(b). Denote & = sup{rank(z) + 1|z € y}. First we show that rank(y) < a.
Clearly, y C Vg, because rank(z) < & for each z € y and so € V5 by (i) of the present
lemma. This implies that rank(y) < @. Conversely we want to show that & < rank(y).
For each x € y, rank(z) < rank(y) and so rank(z) + 1 < rank(y). It follows that rank(y)
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is the upper bound of the set {rank(z) 4+ 1|z € y}, and so the supremum & is less or
equal to rank(y). O

We can thus view WF is as the universe constructed by recursion from simpler sets:
for instance it cannot happen that there is set x in WF such that x € x because this
would imply rank(z) < rank(z).

We first state the following simple lemma:

Lemma 6.24 Let x be a set and x C WEF, then there is o € ORD such that x € V,,, and
hence x € WF.

Proof. Consider the following class:
(6.115) z = {rank(y) |y € x} C ORD.

By Schema of Replacement Z must be a set (because it is a range of a function assigning
ranks with domain restricted to x). Since the class ORD is a proper class, T (being a
set) cannot be unbounded in ORD, so there must be some o« € ORD such that z C «. It
follows that = C V,, and consequently x € V1. O

The following theorem claims that with the Axiom of Foundation, WF is the universe
of all sets V. We denote this fact by the expression WF = V| which is a shorthand for
the formula (Vz)(3a € ORD)z € V.

Theorem 6.25 Let F denote the Axziom of Foundation and ZF —F the theory ZF without
F. Then

(6.116) ZF —FFF + (V = WF).

Proof. (V. = WF — F). We need to show that every = which is non-empty has a minimal
element in the relation €. Let x be a non-empty set. Consider the following set of ordinals

(6.117) z = {rank(y) |y € z}.

Let a be the least element of z and y some element of = such that rank(y) = a. We
argue that y is a €-minimal element of z: if z € y, then rank(z) < rank(y) by Lemma
6.23 (ii)(a). This contradicts the fact that « is the least element of z.

(F - V = WF). Assume for contradiction that X =V — WF # (). If X is a set,
then we can argue straightforwardly: by F, there is some y € X which is €-minimal, i.e.
y € WF (no element z € y can be in X, which implies that z must be in WF). However,
by Lemma 6.24, this means that y € WF, contradiction.

The general case (when X is a proper class) will follow from the following claim:

(6.118) F implies that every non-empty class has an € -minimal element.

We make the following false start: let X be a non-empty class. Pick any z € X: if x is not
minimal, consider the set N X (which is non-empty if = is not minimal). x N X is a set
and hence must have a minimal element, say z. Is z minimal in X7 Well, it does not have
to be: if 2/ € z € x N X, then 2’ € x N X, but 2’ € X is still possible. However if 2’ € x,
then it must hold 2’ ¢ X (otherwise 2’ € x N X, which contradicts the minimality of z).
This leads us to the idea to include x in a transitive set z* to ensure that 2’ € z € z*NX
implies 2’ € z*.
We define the transitive closure of a set.
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Definition 6.26 Let x be set, we define the transitive closure of x, trcl(x), by recursion

(6.119) trclp(z) = =,
trelpp1(x) = Ytrel,(z),
trcl(z) = U,e, trela(z).

Intuitively, trel(z) =2z U (Jz) U(UUz) U.... In particular z C trcl(x).

Ezercise. Show that for every z, the set trcl(z) is transitive. Also show that if = is
transitive, then trcl(z) = =z, and that  C y implies trcl(z) C trcl(y). Notice that this
implies that trcl(x) behaves as a closure operator: = C trcl(z), trel(trel(z)) = trel(z) and
x Cy — trel(z) C trel(y) for every z,y.

We now finish the proof of (6.118). Let = € X be arbitrary. If  is not minimal, then
trel(z) N X is a non-empty set. By F, there is a minimal element z € trel(z) N X. If 2/
is arbitrary and 2z’ € z € trcl(z) N X, then 2’ € trcl(z) by transitivity of trcl(x), and so
2 ¢ X. It follows that z is minimal in X. O

Note that we can use the technique of Theorem 6.25 to argue that CON(ZF — F) =
CON(ZF), i.e. that by adding Axiom of Foundation to our system, we will not add con-
tradiction.

Remark 6.27 All mathematics can be defined in WF: w =N C V,,, and so w € V,,41.
w X w C V,, and because Q is a partition of w x w, Q C Z(V,) = V, 41, and so
Q € V,42. Real numbers R are identified with certain subsets of Q (Dedekind cuts), and
so R C Z(Q) C V42, which makes R an element of V13, etc. In fact, it is safe to regard
all “classical mathematics” to take place in V.

7 MORE ON CARDINAL NUMBERS

We assume AC in this section. Recall the definitions of addition and multiplications for
cardinal numbers and the basic properties stated in Section 5 above. Here we provide
more details.

7.1 BASIC CARDINAL ARITHMETICS — ADDITION AND MULTIPLICATION

We define another ordering on ORD?, which is called the mazimum-lezicographical order-
ing, or the canonical well-ordering of ORD?, and denoted <.
We define <,,; on ORD? as follows:

(7.120) (a0, Bo) <mu (a1, B1) > max(ag, Bo) < max(ay, f1)V
(max(ao, Bo) = max(a1, B1) & (a0, Bo) <; (a1, B1)),

where <; is defined in (4.88).
Unlike <; defined before, it has the advantage that for every (a, 8) € ORD?, the class
of predecessors {(7,0) | (,9) <m (o, 5)} is a set, and so

(7.121) (ORD, €) is isomorphic with (ORD?, <,,,;)

FEzercises.
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1. Verify that <,,,; is a well-ordering, and that the class of all <,,;-predecessors is a set
for any (o, 3) € ORD?.
2. *Prove (7.121). Hint: use Theorem 3.8 (formulate it for clases).

Lemma 7.1 The set w X w is countable, or equivalently:
Np - Ng = Ng.

Proof. Tt is easy to see that (w X w, <;;;) is a well-ordering such that each (n,m) in w X w
has finitely many predecessors. It is now easy to see that (w X w, <) and (w, <) are
isomorphic, by application of Theorem 3.8. In particular there is a bijection between
w X w and w. In other words Rg - Ng = Ny. O

Let us denote by T' the isomorphism from ORD? onto ORD, guaranteed by (7.121).
In particular,

(7.122) I'(«, B) = the order type of the set {(v,9) | (7,0) <m (a, 8)}

We use the I' function to prove Theorem 7.2. The proof proceeds by induction, and
as the basic step uses the result proved above that Ny - Ny = N.
To simplify notation, let us denote for every ordinal a € ORD,

(7.123) v(a) =T(0, ).

Note that for every (do, 1),

(7.124) (00,01) <mi (0,a) iff 6y < o and 61 < a.

It follows that v(«) is the order-type of the set a x « in the ordering <,,;.
Theorem 7.2 For every a € ORD,

(7.125) Ny - Ny = Ny

Proof. We will show by induction that

(7.126) Y(Ry) = Ry,

for every a. Since I is a 1-1 function, (7.126) together with (7.124) imply that there is a
bijection between N, x N, and N,.

First note that 7 is a normal function. It follows v(X,) > X, by Lemma 6.15.

We will argue that it leads to contradiction if we assume that there is some a such
that

(7.127) Y(Rq) > Ry

Let a be the least ordinal where (7.127) occurs. « cannot be 0 because by Lemma 7.1,
’Y(N()) = N().

So a > 0 and by the induction assumption for all 3 < «, v(Xg) = Ng. The assumption
(7.127) implies that there are some dp, 01 < N, such that I'(dp,01) = R,. Define § =
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max(dp,01) + 1. Since X, is a limit ordinal by Lemma 5.3(ii), we get 6 < R,, and
so in particular |§] < N,. Also, (dp,01) € § x 6. Since (dg,d1) <pu (0,5), we obtain
Ry =T'(d0,91) < (0), which implies |§ x | =[] - [§] > N,

However, by the induction assumption we also have that |§| = |0] - [0] < N,, which is
a contradiction. O

Corollary 7.3 For every a, 5 € ORD,
(7.128) Ny + Nﬁ =N, - NB = maX(Na, Nﬁ).
Proof. Consider the following inequalities:

(7.129) maX(Na, Nﬁ) < No + Nﬁ <N, - Nﬁ <
(max(Rq, Ng) - max(Rq, Ng)) = max(Rq, Rg).

O

7.2 REGULAR AND SINGULAR CARDINALS

Definition 7.4 Let (X, <) be a partially ordered set. Then' Y C X is called cofinal if
VzeX)(FyeY)x<y.

Ezamples. If (X, <) has the greatest element x, then {z} is the least cofinal subset
of X. In general, if A C X is the set of all maximal elements of (X, <), then A is the
least cofinal subset of X (Exercise: Show that any cofinal subset of X must contain A).
If (X, <) does not have the greatest element, or the maximal elements, the notion of
cofinality of (X, <) tends to be quite complicated.

We apply the notion of cofinal subset to ordinals («, <). If « is a successor ordinal,
ie. « = B+ 1 for some 3, {8} is cofinal in o because 3 is the greatest element in «. To
avoid such trivial cases, we will focus on limit ordinals a.

Definition 7.5 We say that an ordinal 3 is the cofinality of o, and write this as cf(a) =
B, if B is the least ordinal vy such that there is a cofinal subset of o of order type .

Clearly, for each limit a:

(7.130) w < cf(a) < a.

Also: for every X C
X is cofinal in « <> supX = UX =q.

Example. cf(w + w) = cf(w¥) = cf(R,) = w.

Example. Let o be a countable ordinal, then cf(a) = w. Why? Let f:w — « be a
bijection. Define ¢(0) = 0, and g(n + 1) = max{g(n), f(n)} + 1. Then by induction g is
increasing, and

sup{f(n)|n <w} =sup{g(n)[n <w} =a,

and so {g(n)|n < w} is cofinal of order type w.
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Definition 7.6 Let o < 8 be two limit ordinals. We say that f : a — [ is cofinal if its
range is cofinal in 3.

Note that if the cofinality of « is =, then we can find an increasing cofinal function
f v — a (simply enumerate in the increasing order the elements of a cofinal subset
X C « of order type 7). Conversely, if f : ¥ — « is increasing and cofinal, then cf(«) <
(because the range of f is a cofinal subset of « of order type 7).

Here are some basic properties of the notion of cofinality.

Lemma 7.7 Let o be limit, then

(i) ct(cf(a)) = cf(a),

(i1) cf(a) is an infinite cardinal.

Proof. Ad (i). Denote g = cf(a), v = cf(8). By (7.130), v < 8. To verify 8 < ~, argue
as follows. By our assumption, there exist f : 5 — « increasing cofinal and g : v — S
increasing cofinal. Then go f : v — « is increasing cofinal (let o/ < «, then there is
B’ < B such that f(f") > o/, and 7/ < v such that g(v') > 8. So f(g(v)) > (") > a.)
Thus 8 <~ as required.

Ad (ii). Suppose for contradiction there is a bijection f : k — cf(«) for some k < cf(a).
Using f, define g : k — cf(«) by g(§) = supf[¢]. Then g is non-decreasing, and therefore
we have that the order-type of rng(g) is at most x and rng(g) is cofinal in cf(«). Let
h : cf(a) = « be increasing cofinal, then h[rng(g)] is a cofinal subset of a of order type
< k, contradiction. O

The notion of cofinality is used to divide all cardinals into two disjoint groups:

Definition 7.8 We say that a cardinal k is regular if cf(k) = k. If cf(k) < K, we say
that k is singular.

Ezample. For every a, cf(X,) is a regular cardinal. This follows from the Lemma 7.7
(i), ().

Example. For every a, N,y is singular because its cofinality is w and w < Ngq-

FEzxample. What is the cofinality of Ny, or in particular of N,417 We will now show
that all these cardinals are regular.

We will first prove a theorem which is useful in its own right.

Theorem 7.9 Let a > 0. Any union of < X, sets each of size < R, has size < N,

Proof. We know that [N, x X,| =R,. See Theorem 7.2.
Let {X3 |8 < Ry} be sets such that | Xg| < R, for each f < R,. We will argue that
‘U{Xﬁ |8 <Ra}| < |U{{ﬁ} X Xg|B <Ra}[ < [Ra X Na| =N

All inequalities above are obvious except perhaps | J{{8} x Xg |8 < Ra}| < Ry x Ry
By AC, we can choose 1-1 functions fz : Xg — R, for each 8 < X, (these functions exists
by the assumption that each X3 has size at most R,). Define g as follows

9((B,x)) = (B, fs(x)).
It is easy to verify that ¢ is 1-1, which finishes the proof. O
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Corollary 7.10 N, is regular for every c.

Proof. Assume that (& |i < n) is a sequence of ordinals in No41 and n < Noy;. We
will show that the sequence cannot be cofinal in Ny11. Since the sequence is arbitrary, it
follows that N, is regular.

We can view {&; | i < n} as a collection of at most X, sets each of size at most R, and
so by Theorem 7.9, the union (supremum) (J{; |7 < n} must have size at most X,, and
so is strictly smaller than N, 1. O

We have shown above that every N, is regular, and there are many singular cardinals
as well (for instance R, for every a). Is true that every R, is singular if v is limit?

Perhaps surprisingly, this question has probably no answer in ZFC. See the next
Section 7.3.

7.3 WEAKLY INACCESSIBLE CARDINALS

Assume + is a limit ordinal. Then one can easily show that
(7.131) cf(R,) = cf(7).

Does it imply that cf(X,) < X,, namely that R, is singular? Not really: all we can
conclude is that if N, is regular, then X, = 7. From Lemma 6.16 we know that there are
many ’s such that

(7.132) N = 1.
The question is is there a regular v which satisfies (7.132)7

Definition 7.11 « is called weakly inaccessible if it is uncountable and simultaneously a
limit and regular cardinal.

The following lemma shows that weakly inaccessible cardinals are exactly the regular
fixed points of the function N.

Lemma 7.12 For every v > 0: R, is weakly inaccessible iff (Ny =~ and v is a regular
limit cardinal).

Proof. From left to right: if N, is weakly inaccessible and in particular a limit cardinal,
then v must be a limit ordinal. By regularity of X, X, = cf(X,) = cf(y) = ~.
The converse direction is obvious from the definitions. (]

Why should we consider such cardinals? There are many reasons, ranging from the-
oretical to practical, but one of the most important is that we do have one example if
we allow w: w is simultaneously a limit and regular cardinal. The motivation behind
the definition of a weakly inaccessible cardinal is that the universe of sets should be rich
enough to allow another cardinals such as w; a weakly inaccessible cardinal k > w can
thus be viewed as another, “higher” infinity.
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Fact 7.13 It is consistent relative to ZFC that there are no weakly inaccessible cardi-
nals. However, no one has shown that ZFC + “there is a weakly inaccessible cardinal” is
inconsistent. In practice weakly inaccessible cardinals are widely used.

One can define also a strongly inaccessible cardinal: x is strongly inaccessible if for
every cardinal A < k, 2 < & (so in particular & is a limit cardinal), and & is regular. The
property of being strongly inaccessibile is generally stronger than weakly inaccessible, but
they are consistently the same (under GCH, the two notions define the same cardinals).

Remark 7.14 If GCH holds and « is weakly inaccessible, then V is the model of the
formal version of ZFC. Thus ZFC + GCH + “there exists a weakly inaccessible cardinal”
proves the consistency of (the formal version of) ZFC. Compare with the fact that ZFC
proves the consistency of (the formal version of) PA.

7.4 CARDINAL EXPONENTIATION
If X is a set, we denote by X <% the set of all finite sequences in X:
X9 = U{X” In < w}.

If | X| = N, then we write
(Na) ™ = X<

Lemma 7.15 The following holds for every a:
(No) < = N,.

Proof. Let | X| = R,. By induction on n < w, it holds by Theorem 7.2 that |X™| = X,.
By the argument in the proof of Corollary 7.10, the union of at most X, many sets each
of size at most N, is at most N, and so:

Ry < [X=] = |U{Xn [n <w} = (Ra)™ < R,
and so R, = (R,)<¥ as desired. O

Example. Let L be a first-order language with X, symbols. Then the number of all
formulas in the language L is at most (R, )<“. Since (X,)<*“ = X, by the above argument,
it follows that the number of all L-formulas is exactly X,. Note that in the most common
case where L has Ny symbols (variables vg,v1,..., and finite number of functional and
relational symbols), this says that there are countably many formulas in the language L.

For the general values of the exponent, we limit ourselves to the following simple
properties:

Lemma 7.16 For every k > w, 2% = k".
Proof.
(7.133) 28 < RN S (2M)F =2 = 2R,

Or more generally:
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Lemma 7.17 If2 < k < X and X is infinite, then k* = 27
Proof.
(7.134) 2 < kM < (28N = 2mA =22,
O

By definition, x* is the set of all A\-sequences of elements in x. If A\ < &, and we
consider not A-sequences, but subsets of x of size A, nothing will change with regard to
size:

Let A be a set and |A| > A, the we write

(7.135) [AP = {X C A||X| = A}
Lemma 7.18 If |[A| = k > A\ > w, then the set [A]* has cardinality k.

Proof. Clearly |[A]}| < |A]* because if X C A has size ), there is a bijection h: A — X,
and so X can identified with a function f: A — A.

Conversely, let f: A — A be given. Then f C (Ax A) and |f| = A. It follows that f is
in [(A x A)]*, which has the same size as [A]* because |A x | = max(|A|,\) = |A], thus

(7.136) JAP < |[A x AP < [[A]Y.

For more information about x* in general, see Section 7.8.

7.5 INFINITE SUMS AND PRODUCTS

Let A be an infinite cardinal and let (X;|i < A) be a sequence of pairwise disjoint non-
empty sets such that | X;| = k; for each i < X\. We define

dlien i = [U{Xili <A}
Lemma 7.19 Let )\ be an infinite cardinal and k; > 0 for each i < A:
(7.137) Yicaki = A-sup({K; [ < A}).

Proof. Denote & = sup({k;|i < A}.
To prove the lemma, we will show that
(i) Djexki < A-R, and
(i) Djer ki = A- K.
By definition ), _y w; = [U{{i} x ki |i < A}].
Ad (i). We will define a 1-1 function g from J{{i} X ki|i < A} to A x k. Set
F((5,6) = (3,6).
Ad (ii). It suffices to show separately A < >, _\ x; and & < ),y K; because by A > w,
A -k =max(\, k). For the first inequality, define g; so that g;(7) = (,0) for every i < .
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For the second inequality, define g2 so that g2(§) = (i, &), where i is the least j such that
£ € Kj. O

We can also define infinite products. Recall that if {X; |7 € I} is a family of non-empty
sets, we define the product [[,.; X; as follows:

(7.138) [Lic; Xi ={f| f afunction : I — J,c; X; such that (Vi € I)f(i) € X;}.
If {k;|i € I} is a family of cardinal numbers, we define the infinite product:

(7.139) Hie[ Ki = | Hie[ Xil,

where {X; |7 € I} is a family of sets such that |X;| = k; for each i € I (by AC, the
definition of the product does not depend on the particular X;’s).

Lemma 7.20 Let A be an infinite cardinal and (k; |i < \) a non-decreasing sequence of
cardinals such that for each i, k; > 0. Then:

(7.140) [Tica ki = (sup({ri |i < AD)™.

Proof. Denote k = sup({k;|i < A\}). We need to show
(1) [Ty s < &, and
(i) Thioy i > #
(i) is obvious since & > k; for every i < A.
For (ii), we first prove the following general property of products: let X; for i € I be
a system of non-empty sets (I # (), and {I; |j € J} be some partition of I. Then

(7.141) [Lier Xi = Ijes(Tier, Xi)-

Define g with domain [[,.; X; as follows. Given f € [[,c; Xi, set g(f) to be a function
F with domain J such that for each j € J, F(j) is a function h with domain I; defined
by h = f[1;. It is easy to verify that g is a bijection from [[,.; X; onto HjeJ(Hite Xi),
thus proving (7.141).

Let us now return to the proof of (ii). Since A > w, there is a bijection e : A x A — A.
Define a partition P of A as follows:

(7.142) P={"({j} x A\)|j < A}; let us write P = {E;|j < A}.

P is a partition of A\ into A-many pieces, each of size A. As we assume that the sequence
of k;’s is non-decreasing, and for each j < A, Ej unbounded in A (otherwise we would
have a bijection between A and its bounded segment), we have that

(7.143) for each j < A\, &R =sup({x;|i € Ej}).

Because each x; > 0, this implies that for each j < A,

(7.144) HieEj Ki > R.
When we put all these pieces together, we obtain:
(7.145) RN < [k < Hj<)\(1_.[i€E'j ki) = [Licx #i-
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7.6 KONIG’S THEOREM

Infinite sums and infinite products which we reviewed in Section 7.5 are connected by the
following important theorem:

Theorem 7.21 (Konig) If 0 < k; < A; for every i € I where I is non-empty, then

(7.146) Sier Fi < Tlies Mie
Proof. Fix a 1-1 function e; : k; — A;\ {0} for each i € I. This is possible because \; > &;.

We first show > . ;i < [, Ai- By definition, > ..y x = |[U{{i} x x;i|i € T}]. We
will therefore find 1-1 function g from (J{{i} x x;|i € I} to [[,c; Ai. Let (io,&o) be an
arbitrary element of (J{{i} x k;|i € I}. Define g({io,&o)) to be a function f € [];c; A:
such that f(ig) = ei, (o), and f(j) = 0 for j # ig. Define g this way for every element of
U{{i} x k;|i € I'}. g is correctly defined and is 1-1.

In order to show the strict inequality <, we will assume for contradiction that there
is a bijection h from (J{{i} x s;|i € I} to [[,c; \i. By diagonalization, we will find
F € [[;c; Ai not in the range h, thus showing that h is not a bijection after all. For a
fixed ¢ € I, let us denote

(7.147) H(i) = {¢ € Ai| 3¢ € ks(h((i, ))(i) = O)}-

Notice that for every i, H(i) is a proper subset of \; because k; < \;, and |H(7)| < k;.
Let us define F' as follows:

(7.148) F(i) = min(\; \ H(7)),

for every i € I. F is an element of [[,.; A; and therefore by our assumption, there must
be some (ig,&p) such that h((ip,&y)) = F. However, F(ip) is an element of H (ip), which
contradicts the definition of F' in (7.148). O

Corollary 7.22 (i) 2" > k, so Konig’s theorem implies Cantor’s theorem.
(ii) cf(27) > k.
(iii) K > g

Proof. Ad (i). Set I =k, k; =1, and \; = 2 for each i < k. By Konig’s lemma,

(7.149) k= Yenl < Loy 2 =2

Ad (ii). Assume (k;|i < p) is cofinal in 2%, where 4 is an infinite cardinal. Then
(7.150) 2 =3k <Ilic, 28 = (291
If u < K, then

(2 = |xmlg) = 2%,
which contradicts the strict < in (7.150) above. Hence p > &, and so cf(2%) > k.
Ad (iii). Let (k; |7 < cf(k)) be some cofinal subset of k. Then
(7151) R = Zi<cf(n) K < H’L'<Cf(li) KR = HCf(’{).
O
Corollary 7.22(iii) for instance implies that whatever the size of the real numbers is,

one cannot find a countable cofinal sequence in 2¢ = |R| because cf(2¥) > w. See Section
7.7 for more information about the size of real numbers.
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7.7 CONTINUUM FUNCTION

The function which to every cardinal X, assigns the cardinal 28 is called the continuum
function. The behaviour of this function was and is one of the central themes of set theory.
We know from Cantor’s theorem one thing:

(7.152) For every a, R, < 2%,

Can we say more?

In 1900 David Hilbert, a distinguished German mathematician, listed the problem
“what is the cardinal 2807 as the first problem for the next century. The originator of set
theory, another German mathematician Georg Cantor, conjectured that 280 is the least
cardinal greater than Ng:

(7.153) Continuum hypothesis, CH: 2% = ;.
This can be generalised to:
(7.154) Generalised continuum hypothesis, GCH: (Ya)2% =R, 1.

Using Ko6nig’s theorem (7.21), one can show that the cofinality of 2% must be greater
than X,. It follows we can show the following three properties of the continuum function:

Theorem 7.23 Continuum function satisfies for very a, 8 € ORD:
(i) o < B — 2%« < 2Ms;

(i) (Cantor’s theorem) R, < 28o;

(i4i) (consequence of Kinig’s theorem) R, < cf(2%e).

Note for every 3, cf(Rg) < Ng, and in particular cf(2%) < 2% and so (iii) implies (ii)
above. So in fact, only two properties of the continuum function are captured in Theorem
(7.23): (i) and (iii).

For more than 30 years mathematicians tried to prove more about the continuum
function than included in Theorem 7.23, but they failed. Only in early 30’s, Kurt Godel
managed to prove that if ZF is consistent, so is ZF + AC + GCH.'6 However, this just
showed that it is possible that GCH holds.

In early 60’s, Paul Cohen managed to show!” that if ZF is consistent so is ZF + AC
+ =CH, and ZF + —AC. This showed that the axioms of ZF and ZFC are too weak to
decide the validity of CH and GCH.

In early 70’s, William Easton finally managed to show that the properties identified
in Theorem 7.23 are the only properties one can show about the continuum function in
ZFC for reqular cardinals'®. For instance the following is consistent with ZFC:

(i) 2% = Ny;
(i) 2% = Ny;
(iii) 2%2 = Ryy7;

161n fact ZF proves that GCH implies AC.

1"He developed the technique of forcing to prove this theorem, which since then has become the major
set-theoretic tool for mathematicians if they want to derive consistency results.

8Situation for singular cardinals is more complex. For instance a celebrated result of Shelah is that
the following holds in ZFC: if 2% < R, for every n < w, then 2% < X,,.
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(iv) 2% =Ny ,,, etc.

It follows that if we want to know more about the continuum function, new and more
powerful axioms must be added to ZFC. This is a long process, and there is no undivided
opinion about which axioms should be added. However, at least the following agreement
seems to be settled among mathematicians: if anything, GCH seems to be false in our
intuition (because it presents too neat a picture which does contradict some otherwise
intuitively acceptable axioms).

7.7.1 FIXED FINITE AND INFINITE GAPS

Easton’s result which we referred to in the previous section says that the continuum
function on regular cardinals can be very arbitrary. The value 2* for a singular cardinal
k cannot be manipulated so easily, but some results can be shown: For instance is is
consistent that for any fixed 0 < n < w, 19

N _
2 - Na—i—nu

for all a.

However, ZFC does prohibit a fixed infinite gap: i.e. there is no § > w such that for
all o, 28 = Ro+3. We show this results and use this opportunity to introduce some more
cardinal arithmetics in Lemmas 7.24 and 7.25.

Lemma 7.24 Suppose k is a limit cardinal, then
(2</€)Cf(/{) — 9K

Proof. Tt suffices to find an injective function from (2<“)Cf(”) to 2% and conversely. 27 <

(2<”)Cf("‘) is shown by arguing that every subset of x can be uniquely coded as a sequence
of its initial segments indexed by a fixed cofinal sequence in « of order-type cf(x). The
converse follows easily: (2<%)°f(r) < (25)% = 2%, O

Lemma 7.25 Suppose k is a singular cardinal and the continuum function is eventually
constant below k, i.e. there is u < k such that for all p < p' < K, 2V = o1 =\ for some
A. Then 2F = \.

Proof. We have: 2% = (2<%)f(®) — (21)f(®) — 21 if we take p large enough (i.e. greater
than cf(k)). O
Theorem 7.26 There is no § > w such that for all «,

ZNO‘ — Na-i—ﬁ'
Proof. Suppose for contradiction that some such g exists. Let a be least such that

a+ g > p.

19The consistency of this statement depends on the consistency of fairly big large cardinals.
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Notice that « is a limit ordinal less or equal to 3: Since ( is infinite, it can be written as
B* +n for some n < w and limit 8*; if @« = a* + 1, then by associativity o* + 14 8% +n =
a* + 8* +n = a* + 8 contradicting the minimality of .

Consider the cardinal kK = Ny44; clearly, its cofinality is equal to cf(«) and hence « is
a singular cardinal. By Lemma 7.24 and 7.25,

2" =Ray

since the continuum function is eventually constant below x with value N,4g: for all
€ <, £+ B =P, and therefore 281¢ = Noyte+s = Ny However, we also have that

2H - NQ+O¢+B .

This is a contradiction since Ry o is strictly bigger than R g because a+(a+3) > a+p3
as a + 8 > (B by our assumption. O

7.8 CARDINAL EXPONENTIATION UNDER GCH

We show that under GCH, we have a complete answer to the question what is x* for
A > w.

First notice the following simple consequence of GCH. For x, A as above let u =
max(k, A). Then

pt = 2" =t

IN

(7.155) K

Theorem 7.27 Assume GCH and A > w, k > 0.
(i) If K < X, then k* = AT,
(i) If X < K and cf(rk) < N, then k* = k7.

(i4i) If A < k and X < cf(x), then k* = k.

Proof. Ad (i). By Lemma 7.17, x* = 2*, which under GCH is equal to \*.
Ad (ii). We know by (7.155) that x* < kT. By a corollary to Kénig’s lemma, we also
know x < kf(%). Together we have:
(7.156) k< kEW) < A < kT,
which implies k* = kt.
Ad (iii). Any function in *« has its range bounded in & because cf(x) > A. It follows

(7.157) A = U Ay, and so
Y<K

(7.158) =Dy
Y<K

Since max(|y|, \) < & for every v < k, we have by (7.155), that |y|* < k. So k* = & by
(7.158). 0
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8 INFINITE COMBINATORICS

We close the lecture by introducing two notions which are very useful in many fields: trees
and closed unbounded sets.

8.1 TREES
8.1.1 BASIC DEFINITIONS

Definition 8.1 We say that (T, <) is a tree if (T, <) is a partial order such that for each
teT, the set {s € T'|s < t} is well-ordered by <. Let

ht(¢,T) =ot({s € T'|s < t}),

where “ot” denotes the order-type of a given well-ordered set. We define T, = {t €
T|ht(t,T) = a}. We set height(T') to be the least o such that T, = 0. We further set
Tla=UgcoTp (which makes T [« a subtree of T' of height ).

Note that we do not require that a tree has a single node of height 0 (root).2°

Examples. Recall that 2<% denotes the set of all finite sequences of 0’s and 1’s. We
say that T' C 2<% is closed under initial segments if s € T and ¢ C s implies t € T.. For
every T' C 2<% closed under initial segments, (7', C) is a tree: ) is the root of the tree and
for every n < height(T'), T), is equal to the set of all sequences s € T" of length n. Note
that T' is infinite if and only if T" has height w. In general, if « is an infinite ordinal, then
T C 2<% closed under initial segments is a tree with the ordering C.

Definition 8.2 For a regular cardinal £ > w, T is called a k-tree if T' has height k, and
|To| < K for each o < k.

Note that a tree (T, C) with 7' C 2<% T infinite, is an w-tree.
If T'is a tree and B C T, we say that B is a branch if it is a maximal (under inclusion)
chain in T'. The following is a basic observation concerning w-trees, due to Konig.

Theorem 8.3 (Ko6nig) FEvery w-tree T' has an infinite branch.

Proof. We construct a branch B by induction on levels. Since T is an w-tree, |Tp| < w.
It follows there is some tg € Tj such that S(tg) = {s € T'|to < s} is infinite (this is true
because Ty is finite, T is infinite, and every element in 7" is above an element of 7). The
set S(to) N1 is finite — pick t; € S(tp) NT1 such that S(t;) = {s € T'|t; < s} is infinite.
Proceed in the same fashion and pick ¢, for each n < w. Then B = {t,|n < w} is a
branch in T'. O

Examples. Note that there are trees of height w which have no infinite branches: for
instance consider a tree T' = {{i} x i|i < w} where the ordering < on T is as follows:
(m,n) < (k,1) if and only if m = k and n < [. T has height w but every branch is finite;
this does not contradict Konig’s theorem because T is not an w-tree: already the level 0
has w-many nodes.

29Very often, more “well-behaved” trees are considered: such as with a root or with the property that
above every node there is a node which splits (¢ € T splits if there are s # s’, s and s’ immediate successors
of ¢t in T); since we are stating just the simple facts, we will not go into details here.
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8.1.2 ARONSZAJN TREES

Definition 8.4 Let k be a reqular cardinal. We say that a k-tree (T, <) is an Aronszajn
tree if it has no branch of size k.

Remark 8.5 An Aronszajn k-tree T is a typical example of an “incompact object”: by
definition, for each a < k, there is a branch B,, of height ain T —if T' were to be “compact”
(in the analogous sense as first-order logic is compact), then from the assumption that for
each a < k, there exists a branch of height «, we should be able to conclude that there is
a branch of height k.

By Konig’s theorem, there is no Aronszajn tree on w. Is there an Aronszajn tree on
w1? Yes, there is, as we will show in Theorem 8.8. Before the theorem, we will state some
more properties of trees which are useful.

Very often, a k-tree T is isomorphic to a subtree of the full k-ary tree (k<% C). More
precisely, whenever T is normal (indeed, normal here means representable as a subtree of
(k<",Q)). See Definition 8.6.

Definition 8.6 A normal k-tree is a tree T with the following properties:
(i) height(T') = k;
(i) |Tol = 1;
(i1i) |To| < K, for every o < K;
(iv) each node has p-many successors (exact number varies; p < K);
(v) each x € T has some y > x at each higher level of T';
(vi) if B < Kk is a limit ordinal, and ht(z,T) = ht(y,T) = B and z,y have the same
predecessors, then x = y.

Lemma 8.7 Every normal tree T is isomorphic to a subtree T of the full k-ary tree
(S"k, C), where Ty consists of sequences with domain 3. In fact, only the items (i), (i), (ii1), (vi)
of mormality are required.

Proof. We define by induction isomorphisms i, : T o — T'[a and i = Jig : T — T. Set
To = {0}; by (ii), i1(r) = 0 is an isomorphism between Ty and T, where 7 is the unique
root of T'. Suppose we have constructed ig : T'[ 3 — T8 for each B < o and we wish to
construct i,.

Assume first that o is limit. Set io = g, i3

Suppose « is a successor of a limit cardinal: o = o/ + 1 where o/ is limit. Then define
i by extending i, setting for each x € T,

ia(2) = {(Bia ()| B < o’ &y < 2 & ht(y, T) = B}.

By (vi), iq is 1-1. It is obviously also an isomorphism.

Assume now that « is a successor of a successor ordinal 3. Since |T3| < & by (iii), one
can naturally extend ig to i, by including the level T3 using some 1-1 function from 7jp
into k.

Set T' = [J{rng(ia) | < K}. O
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Theorem 8.8 There is an Aronszajn tree T*. We construct T* as a subtree of T = {s €
SWlw|s is 1-1} with C as the ordering. In particular, our tree will be normal according

to Definition 8.6.

Proof. Consider the subtree T' = {s € <“w|s is 1-1} of the tree <“*w. T cannot have
an wi-branch, because it would yield a 1-1 function from w; to w. However, T is not the
required tree because it has uncountable levels, and so is not an wi-tree.

Let us define for s and ¢ in <“*w the following equivalence relation

s~ t <> dom(s) = dom(t) & {f € dom(s) | s(5) # t(B)} is finite.

We call a sequence (s, | < wy & dom(s,) = «) a semi-branch whenever
(i) salB =~ sg, for every 5 < a.
(ii) w \ rng(sq) is infinite for each a < wy.
A semi-branch satisfying (i) and (ii) makes it easy to define an Aronszajn tree:

T ={seT|3Jas~ s}

It is immediate to verify that 7™ is an Aronszajn tree, and a subtree of 7.

To finish the prove of the theorem, it suffices to construct a semi-branch (s, | @ < w1)
satisfying (i) and (ii) above. The construction is by induction on o < wy. For a + 1,
define so4+1 = sq U{{a, n)}, where n is any natural number in w \ rng(s,) (this is possible
by (ii)).

At a limit stage ~, first fix an increasing sequence (a, |n < w) with limit . Define
t € T, as the union t = |J, t,, where each t, is in Ty, and t, & s, (which implies
tn | B = sg for each B < a,). The sequence (t,|n < w) is defined by induction. First
set to = Sq,. To construct t,,+1 when we have already constructed t,,, consider first ¢ 11
defined as t, U (54, \ Sa,). The domain of ¢;_ ; is equal to ay, 41 and by the induction
assumption on ¢, and the properties of (s, | < %),

(8.159) £ ) A Sapar

However, while s, ., is 1-1, £ | may not be 1-1 because of the finite disagreement (8.159).
Define t,, 11 by making finitely many changes to ¢}, ; to ensure:

(i) tn1 =ty

(ii) tp4q is 1-1.
This can be done because w\ rng(sa,, ) is infinite, and so there is plenty of room to make
tnt1 1-1. Tt follows t, 41 € Th,, -

Finally, the range of ¢ may have used up all of w, so we define s, by setting s (o) =
t(an), thus leaving t(agn41)’s outside the range of s,. Note that still sy [ 3 ~ sg for
every 3 < v, because ay,’s are bounded below each 3 < ~, and so s, [~ t, [ 8 ~ sg, for
any n such that 5 < ay,. (]

What about Aronszajn trees at ws or ws? Here things get more complicated: it is
consistent that there are Aronszajn trees at wy and ws (for instance GCH implies this), but
under some large-cardinal assumptions, it is also consistent that there are no Aronszajn
trees at wo and ws.
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8.1.3 SOUSLIN TREES

The notion of an Aronszajn tree can be strengthened as follows:

Definition 8.9 An Aronszajn tree T is called a Souslin tree if all antichains in T are at
most countable.

Note that the tree we have constructed in Theorem 8.8 is not Souslin:

Lemma 8.10 Suppose that T' is an Aronszajn tree and a subtree of the tree {s € <“‘w|s is 1-1}.
Then T is not Souslin.

Proof. Notice that for each n € w, A, = {s € T'|Ja dom(s) = a+ 1 & s(a) = n} is
an antichain. To see this, let s # ¢ be in A,, and assume for contradiction that s C t.
Then s(a) = n and t(a) = t(a/) = n, where dom(s) = a + 1 and dom(t) = o' + 1.
This contradicts that ¢ is 1-1. Now, many A,’s can be just countable, but by the pigeon
hole principle, there must be some n such that A, is uncountable (the set A = {s €
T'| 3o dom(s) = a+ 1} is uncountable and A = J,, 4,). O

An wi-Souslin tree exists under some additional set-theoretical assumptions (such as
V =Lor Q).

8.2 FILTER OF CLOSED UNBOUNDED SETS
8.2.1 CLOSED AND UNBOUNDED SETS

Let x be a regular uncountable cardinal.

To motivate the notional of closed unbounded set, consider the following example. Let
f K — k be a function. Let us say that a < k is a closure point of f if for all § < «,
f(B) < a. Let us denote CL(f) the set of closure points.

Claim 8.11 (i) The set CL(f) is unbounded in k, that is for every o < kK there is
some (3 such that 5 € CL(f) and a < .
(1) The set CL(f) is closed in k, that is if « < k is a limit ordinal, and CL(f) N« is
unbounded, then o € CL(f).

Proof. Ad (i). The proof is a special case of the Skolem hull argument for the construction
of a substructure of x which is closed under f and contains as a subset a given a € k (note
that by transitivity of k, @ C k). Let o € k be given. By induction of length w construct
B8 O «, B € K, which is closed under f. Set a = «g, and if n is already constructed,
ant1 = max(ap,sup{f(v) + 1|y € an}). Set 8 = sup{a, |n € w}; by regularity of s,
B € k. It follows that 8 > « is a closure point of f.

Ad (ii). Trivial. O

The two properties of CL( f) identified above lead to the concept of a closed unbounded
set. We say that X C «k is club if it is unbounded and closed in k.

Lemma 8.12 If C and D are clubs in k, then C' N D 1is a club in k
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Proof. We first show that C'N D is closed. This is clear: if « is a limit ordinal and C'N «
and D N« are both unbounded in «, then by closedness of C, D, . € C'N D.

The key of the proof is to show the unboundedness. Let v < x be given, we wish to
find some § > « such that § € C'ND. Let us construct by recursion a sequence (¢; |i < w)
of elements of C' and (d; |i < w) of elements of D as follows. Choose ¢y € C and dy € D
so that v < ¢p < dp. In general, in the step n + 1, choose ¢,4+1 € C and d,,+1 € D so that
coiCp < dp < Cpy1 < dpt1- Let us denote §; = sup{c; |1 < w} and 9 = sup{d; |i < w}.
First note that 61 = d9; let us denote this ordinal . Note that 0 is a limit ordinal of
countable cofinality. By closedness of C and D, § € C N D. O

Lemma 8.13 If {C;|i < p} is a set of clubs in k for some u < K, then (,_,Ci is a club

m K.

T<p

Proof. This is a simple generalisation of Lemma 8.12, using the regularity of x. Here
are some details for the unboundedness: given v < k, construct by transfinite recursion
increasing sequences (c}' |n < w) for every i < p such that:

(i) g =

(ii) for a fixed i < p, ¢ is in C; for every n < w;

(iii) for a fixed n < w, j < i < p implies that cj <cf

(iv) for m < n and every i,j < p, " < cJ.

By regularity of x, X =, ., {c}'|i < p} is bounded in x. We claim that § = supX

is in (;,, Ci (and by definition is larger than 7). This follows from the fact that ¢ is the
supremum of every sequence (¢} |n < w) for ¢ < p. O

Ezxercise. Let C be a club and let Lim(C') be the set of limit points of C', where o € C
is a limit point of C if C'N « is unbounded in «. Show that Lim(C) is a club (which is
strictly smaller than C').

Lemma 8.12 allows us to define the closed unbounded filter generated by the club sets.
Let us denote this filter as Club(k):

Club(k) = {X C k| there is a club C such that C C X}.

We say that a filter F' is k-complete for a regular cardinal & if for every family {X; |i <
A} of elements of F', where A < k, the intersection ({X;|? < A} is in F.

Corollary 8.14 The filter Club(k) is k-complete.
Proof. Follows from Corollary 8.13. O

Note. Under AC, Club(k) is never an ultrafilter (see in Theorem 8.18). The existence
of an wi-complete non-principal ultrafilter on any regular s is a very strong assumption
which postulates the existence of the so called measurable cardinal.
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8.2.2 STATIONARY AND NON-STATIONARY SETS
Let us denote as NS(x) the dual ideal to Club(k):
NS(k) ={X Ck|k\ X € Club(k)}.

We call the ideal NS(k) the non-stationary ideal on k. By Corollary 8.14, the non-
stationary ideal NS(k) is k-complete.?! We say that X C & is stationary if X & NS(k).

Lemma 8.15 X C « s stationary iff X N C # 0 for every club C.

Proof. If X is stationary, then x \ X is not in Club(x). This means that there is no C
so that C' C k \ X, or equivalently for any club C, C € k\ X, which is the same as
CnNnX #0.

For the converse, just run the argument in the opposite direction. O

The club filter Club(x) satisfies another important property, that of normality. Let
X, for i < Kk be subsets of k. Let us define the diagonal intersection

NicnXi = {6 <kl €[] XD
¢<g

Lemma 8.16 The filter Club(k) is normal, that is it is closed under the diagonal inter-
sections of length k: If for every i < k, X; is an element of Club(k), then

AicnX; € Club(r).

Proof. Let {C;|i < k} be clubs such that C; C X;. It suffices to show that D = A;.C;
is closed unbounded.

We first show that D is closed. Let a be a limit ordinal and D Na unbounded, we wish
to show o € D. This is equivalent to demanding that for all 3 < a, a € Cg. Fix such
B < a. Then for all v, 8 < v < o, v € D implies v € Cp; it follows D N o is unbounded
in Cg, and hence o € Cp as desired.

We now show that D is unbounded. Let o < k be given, we wish to show there exists
B>a, B€D. Set ag = a and Ag = (). Assume «,, and A, are already constructed,
we show how to construct a,41 and A,41. Choose an increasing sequence (ag |8 < o)
such that ag € Cg and ag > a, for each f < ap. Set A, = {ag|f < a,} and
p+1 = sup Apyi1. Finally set 5 = sup {ay |n < w}. In order to verify g € D, we need
to check that 8 € C, for each v < 8. Notice that for every v < 3 there exists n < w such
that v < a,; it follows that for each m > n, there is some a € A,,, N C,. Hence BN C, is
unbounded and so 3 € C, as required. O

Note that in general, we cannot hope that any proper filter ' on x is kT-complete —
for every such F' there is a family X,, o < &, of elements in F' such that (., Xo = 0.
It follows that the diagonal intersection is in some sense the best we can get.

Ezxercise*. Any normal filter F' on & is also k-complete.

Intuitively, if set X is stationary, it means that it is not small in the sense of the club
filter. “Stationarity” is therefore a measure of “largeness” for subsets of regular cardinals
of uncountable cofinality. It has no analogue in case of w, because w has no limit points.

210ften, we say o-complete instead of wi-complete.
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Remark 8.17 The club filter Club(k) properly extends the Fréchet filter F (k) on s,
where X € F(k) <> X \ k is bounded in k. A typical subset of x for which F'(x) makes no

decision, but Club(k) does, is the set A of all limit ordinals in x — A nor its complement
k\ A are in F(k), but A € Club(k).

We said above that the club filter Club(k) is not an ultrafilter. This follows from the
following important theorem:

Theorem 8.18 (Solovay) If k is reqular uncountable, then every stationary subset of k
s a disjoint union of k-many stationary sets.

This easily implies that Club(k) is not an ultrafilter: if it were, then every stationary
set must be in it, but this contradicts the above theorem, which claims that there are two
(in fact k-many) stationary sets which have empty intersection.

We end the discussion of stationary sets by stating a very useful Fodor’s lemma.

We say that a function f : k — k is regressive if f(a) < « for every a > 0.

Theorem 8.19 (Fodor’s lemma) If f: kK — K is regressive, then there is a stationary
set S C k on which f is constant.

More generally, if f : T — K is regressive, where T C k is stationary, then there a
stationary set S C T on which f is constant.

Proof. We will just show the case for f : Kk — k, although the generalisation to the second
part featuring T is easy.

Assume for contradiction that for each o < &, the set f~1”{a} is non-stationary, and
fix for each « a club C, such that

(8.160) f"atncC, = 0.

By diagonal intersection, the set A,C, is a club. However, any £ € A,C, contradicts
the fact that f is regressive: £ € (. C¢ implies by (8.160) that £ & Y < £ # ¢
for every ¢ < &. Thus f(§) > &, which contradicts the fact that f is regressive. O

Exercise*. Show that Fodor’s lemma implies Lemma 8.16.
If x is regular and p < &, then Ef = {a < k| cf(a) = p} is a very useful example of a
stationary set.
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