HEINRICH WANSING

SEQUENT SYSTEMS FOR MODAL LOGICS

INTRODUCTION

[T]he framework of ordinary sequents is not capable of handling
all interesting logics. There are logics with nice, simple seman-
tics and obvious interest for which no decent, cut-free formula-
tion seems to exist . ... Larger, but still satisfactory frameworks
should, therefore, be sought. A. Avron [1996, p. 3]

This chapter surveys the application of various kinds of sequent systems
to modal and temporal logic, also called tense logic. The starting point
are ordinary Gentzen sequents and their limitations both technically and
philosophically. The rest of the chapter is devoted to generalizations of
the ordinary notion of sequent. These considerations are restricted to for-
malisms that do not make explicit use of semantic parameters like possible
worlds or truth values, thereby excluding, for instance, Gabbay’s labelled
deductive systems, indexed tableau calculi, and Kanger-style proof systems
from being dealt with. Readers interested in these types of proof systems
are referred to [Gabbay, 1996, [Goré, 1999] and [Pliuskeviene, 1998]. Also
Orlowska’s [1988; 1996] Rasiowa-Sikorski-style relational proof systems for
normal modal logics will not be considered in the present chapter. In rela-
tional proof systems the logical object language is associated with a language
of relational terms. These terms may contain subterms representing the ac-
cessibility relation in possible-worlds models, so that semantic information
is available at the same level as syntactic information. The derivation rules
in relational proof systems manipulate finite sequences of relational formulas
constructed from relational terms and relational operations. An overview of
ordinary sequent systems for non-classical logics is given in [Ono, 1998], and
for a general background on proof theory the reader may consult [Troelstra
and Schwichtenberg, 2000]. In this chapter we shall pay special attention to
display logic, a general proof-theoretic approach developed by Belnap [1982].
Two applications of the modal display calculus are included as case studies:
the formulas-as-types notion of construction for temporal logic and a display
calculus for propositional bi-intuitionistic logic (also called Heyting-Brouwer
logic). This logic comprises both constructive implication and coimplica-
tion (see, for example, [Goré, 2000], [Rauszer, 1980], [Wolter, 1998]), and its
sequent-calculus presentation to be given is based on a modal translation
into the temporal propositional logic S4t.!

1The chapter consists of revised and expanded material from [Wansing, 1998] and
includes the contents of the unpublished report [Wansing, 2000] on formulas-as-types for
temporal logics. Moreover, the sequent calculus for bi-intuitionistic logic and subsystems
of bi-intuitionistic logics in Section 3.8 and the translation of multiple-sequent systems
into higher-arity sequent systems in Section 4.1 are new.
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A note on notation. In the present chapter, both classical and constructive
logics will be considered. Therefore it makes sense to reflect this distinction
in the notation for the logical operations. In particular, the following sym-
bols will be used: > (constructive, intuitionistic implication), <« (coimplica-
tion), D (Boolean implication), ~ (intuitionistic negation), -« (conegation),
- (Boolean negation).

1 ORDINARY SEQUENT SYSTEMS

The presentation of normal modal logics as ordinary (standard) sequent sys-
tems has turned out to be problematic for both technical and philosophical
reasons. The technical problems chiefly result from a lack of flexibility of
the ordinary notion of sequent for dealing with the multitude of interesting
and important modal logics in a uniform and perspicuous way. In this sec-
tion a number of standard Gentzen systems for normal modal propositional
logics is reviewed in order to give an impression of what has been and what
can be done to present normal modal logics as ordinary Gentzen calculi.
An ordinary Gentzen system is a collection of rule schemata for manipulat-
ing Gentzen sequents; these are derivability statements of the form A — T,
where A and I' are finite, possibly empty sets of formulas. The set terms ‘A’
and ‘I are called the antecedent and the succedent of A — T, respectively.
Often, a sequent

{Al,...,Am}H{Bl,...,Bn}

is written as Ay,...,A,, — Bi,...,B,. This notation supports viewing
the ¢ (the comma) as a structure connective in the language of sequents.
Indeed, the sequent arrow in Gentzen’s [1934] denotes a derivability relation
between finite sequences of formulas separated by the comma. Gentzen,
however, postulated structural rules that justify thinking of antecedents
and succedents as denoting sets:

(permutation) A/ A, B, - A —3 A BT
A B AT —-Y A—-X BAT

(contraction) A/A, AT -3 A—-X A AT
AAT -2 A—X AT

Gentzen also postulated

(monotonicity) A, =X A—-T,%
AAT —-Y A—-T,A%

These three rules are structural in the sense of exhibiting no operation
from an underlying logical object language. If the polymorphic comma is
interpreted as a binary structure connective that may or may not be asso-
ciative, the antecedent and the succedent of a sequent are Gentzen terms,
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and in generalized sequent calculi, the sequents display Gentzen terms or
other, much more complex data structures. We shall use ‘+’ to denote the
derivability relation in a given axiomatic system or a consequence relation
between finite sets of sequents and single sequents satisfying identity, cut,
and monotonicity. In other words, if A and I" are finite sets of sequents and
s, §' are sequents, then we assume that {s} I s,

Atls AFs TU{s}Fs

an

AU{s'}Fs AUTF ¢

1.1 Ordinary Gentzen systems for normal modal logics

The syntax of modal propositional logic (in Backus-Naur form, see for ex-
ample [Goldblatt, 1992, p. 3]) is given by:

Auw=p|t|f|-A|ANB|AVB|ADB|A=
B|OA| DA

The smallest normal modal propositional logic K admits a simple presen-
tation as an ordinary Gentzen system (see, for instance, [Leivant, 1981],
[Mints, 1990], [Sambin and Valentini, 1982]). In the language with O (“nec-
essarily”) as the only primitive modal operator and & A (“possibly A”) being
defined as =0-A, one may just add the rule

(—>D)1 A— AFOA —OA

to the standard sequent system LCPL for classical propositional logic CPL,
where OA = {0OA | A € A}. A sequent calculus LK4 for K4 can be
obtained by supplementing LCPL with the rule

(—0)y AOA — Al OA—0OA

(see [Sambin and Valentini, 1982]). In [Goble, 1974] it is shown that the
pair of modal sequent rules (— O); and

(0—); AJA—-QOFOAOA—(

yields a sequent system for KD (where ‘@’ denotes the empty set) and that
a sequent calculus for KD4 is obtained, if (— O); is replaced by the rule

(—O)s A — AF DA — OA,

where A’ results from A by prefixing zero or more formulas in A by O.
Shvarts [1989] gives a sequent calculus formulation of KD45 by adjoining
to LCPL the following rule for O:

[O] OA;, Ay — 0T, T F OA;,0A; — OT', 00,

where I's contains at most one formula. If in addition I'; and I' are required
to be non-empty, this results in a sequent system for K45.
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Among the most important modal logics are the almost ubiquitous sys-
tems S4 and S5. Standard sequent systems for the axiomatic calculi S4 (=
KT4) and S5 (= KT5 = KT4B) were studied by Ohnishi and Matsumoto
[1957]. They considered the following schematic sequent rules for O and <:

—0)y OA— O A+ OA — OF, 04;
Jo AJA—-THAOA—-T,

Jo A—=T/AFA-ST OA;
(O =)o OF, A — OAF OT,0A — OA;

where CA = {OGA | A € A}. If either the rules (— O)g and (O —)g or
the rules (— <)o and (& —)g are adjoined to LCPL, then the result is a
sequent calculus LS5* for S5. If T is empty in (— O)g or (O —), this
yields a sequent calculus LS4 for S4. Several other modal logics can be
obtained by imposing suitable constraints on the structures exhibited in
(— O)p and (& —)p, respectively. Ohnishi and Matsumoto show that if
(— O)p and (O —)g are replaced by (— O); and

(©—=)1 A-TEOCA - OT,

one obtains a Gentzen-system LKT for KT (= T). Kripke [1963] noted
that the equivalences between OA and -<0—A and between ©A and -0O-A
cannot be proved by means of Ohnishi’s and Matsumoto’s rules. In the case
of S4, Kripke suggested remedying this by using sequent rules which exhibit
both O and <, namely in addition to (O —) and (— <)o the rules

(—0O) Or— A, CAFON — O4,0A

and (¢ =) A,00 - CAFCA O — OA.
Such rules fail to give a separate account of the inferential behaviour of O
and <, since only the combined use of these operations is specified. Another

problem with Ohnishi’s and Matsumoto’s sequent rules for S5 is that the
cut-rule

A—-X A TWA—-0FT,A—- X0

cannot be eliminated: the system without cut allows proving less formulas
than the full system containing cut. Ohnishi and Matsumoto [1959] give
the following counter-example to cut-elimination:
Op — Op
0 —-0OpOp p—p
0 — U-0Op,0p 0Op—p

0 — O=-0Op,p

A solution to the problem of defining a cut-free ordinary Gentzen system
for S5 has been given in [Braiiner, 2000].2 The logic S5 can be faithfully

2 Another, perhaps less convincing solution has been presented by Ohnishi [1982].
Define the degree deg(A) of a modal formula in the language with O primitive as follows:
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embedded into monadic predicate logic, the first-order logic of unary pred-
icates, under a translation t employing a single individual variable x, see
for instance [Mints, 1992]. The translation t assigns to every propositional
variable p an atomic formula P(z), and for compound formulas it is defined
as follows:

t(t) = t,
t(~4) = -u(A),
t(AiB) = +t(A) t t(B), for f € {D,A,V},
t(0A4) = Vat(A4),
t(CA) = Jat(A).

THEOREM 1. A modal formula A is provable in S5 if and only if t(A) is
provable in monadic predicate logic.

The familiar cut-free sequent calculus for monadic predicate logic can serve
as a starting point for defining a cut-free ordinary sequent system for S5
with side-conditions on the introduction rules for O on the right and < on
the left of the sequent arrow. The side conditions are simple, though their
precise formulation requires some terminology that will be useful also in
other contexts. An inference inf is a pair (A, s), where A is a set of sequents
(the premises of inf) and s is a single sequent (the conclusion of inf). A
rule of inference R is a set of inferences. If inf € R, then inf is said to be
an instantiation of R. The rule R is an axiomatic rule, if A = ) for every
(A, s) € R. We assume that inference rules are stated by using variables for
structures (in the present case finite sets of formulas) and formulas. Every
structure occurrence in an inference inf (a sequent s) is called a constituent
of inf (s). The parameters of inf € R are those constituents which occur as
substructures of structures assigned to structure variables in the statement
of R. Constituents of inf are defined as congruent in inf if and only if (iff)
they are occupying similar positions in occurrences of structures assigned
to the same structure variable, in the present case iff they belong to a set
assigned to the same set variable.

DEFINITION 2. Two formula occurrences are immediately connected in
a proof IT iff I contains an inference inf such that one of the following

1. deg(p) = 0, for every propositional variable p;

2. deg(—A) = deg(A);

3. deg(A A B) = max(deg(A), deg(B));

4. deg(OA) = deg(A) + 1.
Ohnishi adds to (O —)¢ and (— O)g two further rules that deviate considerably from
familiar introduction schemata:

DA A >SFT,A A3 and T — A A5 SFT = A A Y,

where the formula A* is defined in such a way that (i) A and A* are equivalent in S5
and (ii) deg(A*) < 1.
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conditions holds:

1. both occurrences are non-parametric, one in the conclusion and the
other in a premise of inf;

2. inf belongs to an axiomatic sequent rule and both occurrences are
non-parametric in inf;

3. inf € cut and both occurrences are non-parametric in inf;

4. the occurrences are parametric and congruent in inf.

A list of formula occurrences Ay, ..., A, in a proof II is called a connection
between A; and A, in IT iff for every ¢ € {1,...,n-1}, the occurrences A;
and A;1; are immediately connected in II. A formula is said to be modally
closed if every propositional variable in the formula occurs in the scope of
an occurrence < or O.

DEFINITION 3. Two formula occurrences in a proof II are said to be
dependent on each other in IT iff there exists a connection between these
occurrences that does not contain any modally closed formula.

The sequent system LS5 extends LCPL by (O —)g, (— <)o and the
rules:

(-0 T—-AAFT - AOA
and (¢ =)’ TVA—AFT,0A— A,

where applications of (— O)” and (¢ —)” in a proof II must be such that
in IT none of the formula occurrences in I' and A depends on the displayed
occurrence of A. A cut-free proof of the notorious sequent § — O-=Op, p is
then easily available (as it is also in Ohnishi’s [1982] calculus):

p—Dp

Up —p
@—>—|Dp7p
(Z)—>D—\|:|p7p

THEOREM 4. ([Braiiner, 2000]) A sequent A — T is provable in LS5 iff
NA D VT is provable in S5.

Avron [1984] (see also [Shimura, 1991}) presents a sequent calculus
LS4Grz for S4Grz (= KGrz). He replaces the rule (— O)g in Ohnishi
and Matsumoto’s sequent calculus for S4 by the rule

(- 0); O(ADDA),0A — A+ OA —OA

exhibiting both O and D. In [Takano, 1992], Takano defines sequent calculi
LKB, LKTB, LKDB, and LK4B for KB, KTB (= B), KDB, and K4B.
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The systems LKB and LK4B are obtained from LCPL by including the
rules

(—0O)p I' -060,A+0I' - 6,04
and (— O)peg I,0I' - 00,0AAF 0O — 060,A,04

respectively. LKTB and LKDB result from LKB by adjoining (0 —)g
and

(O0—=)p I'—>0AFOr— A

respectively. Standard sequent systems for several other modal logics can
be found in [Goré, 1992] and [Zeman, 1973]. The sequent calculus for S4.3
(=S4 + O(0A D B) VO(OB D A)) in [Zeman, 1973] results from LS4 by
the addition of the aziomatic sequent

O(A v OB),0(0AV B) — OA,OB.

Shimura [1991] obtains a cut-free sequent system LS4.3 by adding to LCPL
the rules (O —)( and

(—0); O — (OA) N {0A4;}...07 — (OA) N {0A4,} + O — OA,

where A = {4;,..., A4, } and \ is set-theoretic difference.

1.2 Ordinary Gentzen systems for normal temporal logics
The syntax of temporal propositional logic is given by:

Az=p|t|f|-A|ANB|AVB|ADB|A=
B (P)A|[PIA|(F)A|[F]A.
Also a number of normal temporal propositional logics have been presented
as ordinary sequent calculi. Nishimura [1980], for example, defines sequent
systems LKt and LK4t for the minimal normal temporal logic Kt and the
tense-logical counterpart K4t of K4. The sequent calculus LKt comprises
the following introduction rules for forward-looking necessity [F] (“always
in the future”) and backward-looking necessity [P] (“always in the past”):3

(—[F]) T — A/[PJAF[FIT — [F]A,A;
(—[P]) T—A[FIAF[PIL — [PJA,A,
where [F]A = {[F]A| A € A} and [P]A = {[P]A | A € A}. In K4t, these
rules are replaced by the following pair of rules:
(= [F]a [FIT,T — A, [P]A, [PIS F [FIT — [F]A, A, [P]X;
(—[P])s [PIT,T — A,[F]A,[F]X F [P]T — [P]A, A, [F]X.

3Nishimura allows infinite sets in antecedent and succedent position. It is proved,
however, that if a sequent I' — A is provable, then there are finite sets IV C I' and
A’ C A such that the sequent IV — A’ is provable.
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In both systems, (P) (“sometimes in the past”) and (F) (“sometimes in the
future”) are treaded not as primitive but as defined by (P)A := —[P]-A
and (F)A := —[F]-A. Note also that this approach gives completely parallel
rules for [F] and [P] and that these rules do not exploit the interrelation
between the backward and the forward-looking modalities, that shows up,
for instance, in the provability of A D [F|(P)A and A D [P](F)A.

In summary, it may be said that many normal modal and temporal logics
are presentable as ordinary Gentzen calculi, and that in some cases suitable
constraints on the structures exhibited in the statement of the sequent rules
for the modal operators allow for a number of variations. However, no
uniform way of presenting only the most important normal modal and tem-
poral propositional logics as ordinary Gentzen calculi is known. Further,
the standard approach fails to be modular: in general it is not the case
that a single axiom schema is captured by a single sequent rule (or a finite
set of such rules). In the following section a more philosophical critique of
ordinary Gentzen systems is advanced.

1.3 Introduction schemata and the meaning of the logical oper-
ations

The philosophical (and methodological) problems with applying the notion
of a Gentzen sequent to modal logics have to do with the idea of defining
the logical operations by means of introduction schemata (together with
structural assumptions about derivability formulated in terms of structural
rules). This ‘anti-realistic’ conception of the meaning of the logical opera-
tions is often traced back to a certain passage on natural deduction from
Gentzen’s Investigations into Logical Deduction [Gentzen, 1934, p. 80]:

[I]ntroductions represent, as it were, the ‘definitions’ of the sym-
bols concerned, and the eliminations are no more, in the final
analysis, than the consequences of these definitions.

To qualify as a definition of a logical operation, an introduction schema
must satisfy certain adequacy criteria. Such conditions are discussed, for
instance, by Hacking [1994]. Following Hacking, if introduction rules are to
be regarded as defining logical operations, these rules must be such that the
structural rules monotonicity (also called weakening, thinning, or dilution),
reflexivity, and cut can be eliminated. Hacking claims that

[ijt is not provability of cut-elimination that excludes modal
logic, but dilution-elimination . ... The serious modal logics such
as T, S4 and S5 have cut-free sequent-calculus formalizations,
but the rules place restrictions on side formulas. Gentzen’s rules
for sentential connections are all ‘local’ in that they concern
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only the components from which the principal formula is built
up, and place no restrictions on the side formulas. Gentzen’s
own first-order rules, though not strictly local, are equivalent
to local ones. That is why dilution-elimination goes through for
first-order logic but not for modal logics ([Hacking, 1994, p. 24]).

By dilution-elimination Hacking means that the monotonicity rules
A—-THAA-T, A—-TFHFA-T,A

may be replaced by atomic thinning rules
A—-TFHAp—-T, A-TFHA-T,p

without changing the set of provable sequents. Similarly, reflexivity-elimin-
ation amounts to replaceability of H A — A by b p — p. The term “cut-
elimination” is reserved for something stronger than replaceability of cut by
the atomic cut-rule

A—=Xp Tp—0OFI A3 0.

A cut-elimination proof shows the admissibility of cut: the rule has no effect
on the set of provable sequents.

The introduction rules for O in LS4 prevent dilution-elimination. Ob-
viously, the sequent OB, 0A — OA, for example, cannot be proved using
only these rules and atomic thinning. A problem with the requirement
of dilution-elimination is the weak status monotonicity has acquired as a
defining characteristic of logical deduction. In view of the substantial work
on relevance logic, many other substructural logics, and a plethora of non-
monotonic reasoning formalisms extending a monotonic base system, mono-
tonicity of inference is not generally viewed as a touchstone of logicality any-
more. Moreover, also reflexivity and cut have been questioned. Unrestricted
transitivity of deduction as expressed by the cut-rule does not hold, for in-
stance, in Tennant’s intuitionistic relevant logic [1994], and both reflexivity
and cut fail to be validated by Update-to-Test semantic consequence as de-
fined in Dynamic Logic, see [van Benthem, 1996]. Reflexivity-elimination
and cut-elimination are, however, important. According to Belnap [1982,
p. 383], the provability of A — A constitutes

half of what is required to show that the “meaning” of formulas
... is not context-sensitive, but that instead formulas “mean the
same” in both antecedent and consequent position. (The [Cut]
Elimination Theorem ... is the other half of what is required for
this purpose).

A similar remark can be found in [Girard, 1989, p. 31]. Cut-elimination is
indispensable, because it amounts to the familiar non-creativity requirement
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for definitions (see, for instance, [Hacking, 1994], [von Kutschera, 1968]). If
one adds introduction rules for a (finitary) operation f to a sequent calculus,
this addition ought to be conservative, so that in the extended formalism,
every proof of an f-free formula A is convertible into a proof of A without
any application of an introduction rule for f.

There are other reasons why the eliminability of cut is a desirable prop-
erty. Usually, cut-elimination implies the subformula property: every cut-
free proof of a sequent s contains only subformulas of formulas in s. In
sequent calculi for decidable logics, the subformula property can often be
used to give a syntactic proof of decidability. According to Sambin and
Valentini [1982, p. 316], it

is usually not difficult to choose suitable [sequent] rules for each
modal logic if one is content with completeness of rules. The
real problem however is to find a set of rules also satisfying the
subformula-property.

The sequent calculi for S5 in [Mints, 1970], [Sato, 1977], and [Sato, 1980],
although admitting cut-elimination, do not have the subformula property.
In a sequent calculus with an enriched structural language, the subformula
property need not be accompanied by a substructure property. In such sys-
tems the subformula property for the logical vocabulary need neither imply
nor be of direct use for syntactic decidability proofs. Avron [1996, p. 2] re-
quires of a decent sequent calculus simplicity of the structures employed and
a ‘real’ subformula property. But even without the substructure property,
the subformula property may be useful, for instance in proving conservative
extension results, see also Section 3.8.

It is well-known that cut-elimination itself does not guarantee efficient
proof search (see [D’Agostino and Mondadori, 1994], [Boolos, 1984]), so
that it may be attractive to work with an analytic, subformula property
preserving cut-rule, if possible. An application of cut

A—-¥XA TWA—-0O0FT,A—-30

is analytic (see [Smullyan, 1968]), if the cut-formula A is a subformula of
some formula in the conclusion sequent I') A — ¥, 0. Let Sub(A) denote
the set of all subformulas of formulas in A. Applications of the sequent
rules
(— D) I -06,AF0OI - 60,04
(—»0Oupe 0 - 00,0AAF 0O — 060,A,04
and (O —)p ' -0AFRO - A

may be said to be analytic if 00 C Sub(TU{A4}), OA C Sub(Or'uOeuU{A4}),
and OA C Sub(T'), respectively. Takano [1992] shows that the cut-rule in
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LS5* LKB, LKTB, LKDB, LK4B, LKt and LK4t can be replaced by
the analytic cut-rule: every proof in these sequent calculi can be transformed
into a proof of the same sequent such that every application of cut (and,
moreover, every application of the rules (— O)pg, (— O)4pg, and (— O)p)
in this proof is analytic.

Although admissibility of analytic cut is a welcome property, in general,
unrestricted cut-elimination is to be preferred over elimination of analytic
cut. Admissibility of cut has great conceptual significance. The cut-rule
justifies certain substitutions of data; in particular it justifies the use of
previously proved formulas. Moreover, if the cut-rule is assumed, the non-
creativity requirement for definitions implies that cut must be eliminable.

There are other nice properties of introduction schemata as definitions
in addition to enabling cut-elimination and reflexivity-elimination. The
assignment of meaning to the logical operations should, for instance, be
non-holistic, and hence sequent rules like the above (— O)" and (& —) are
unsuitable. If (the statement of) an introduction rule for a logical operation
f exhibits no connective other than f, the rule is called separated, see [Zucker
and Tragesser, 1978]. An even stronger condition is segregation, requiring
that the antecedent (succedent) of the conclusion sequent in a left (right)
introduction rule must not exhibit any structure operation. Segregation
has been suggested (although not under this name) by Belnap [1996] who
explains that

[t]he nub is this. If a rule for D only shows how A D B behaves
in context, then that rule is not merely explaining the meaning
of D. It is also and inextricably explaining the meaning of the
context. Suppose we give sufficient conditions for

ADB,A—-T

in part by the rule

A—A B-—T
ADB,A—-T

Then we are not explaining A O B alone. We are simultane-
ously involving the comma not just in our explicans (that would
surely be all right), but in our explicandum. We are explaining
two things at once. There is no way around this. You do not
have to take it as a defect, but it is a fact. ... If you are a
‘holist’, probably you will not care; but then there is not much
about which holists much care. [Belnap, 1996, p. 81 f.] (notation
adjusted)
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Moreover, the rules for f may be required to be weakly symmetrical in the
sense that every rule should either belong to a set of rules (f —) which
introduce f on the left side of — in the conclusion sequent or to a set of
rules (— f) which introduce f on the right side of — in the conclusion
sequent. The introduction rules for f are called symmetrical, if they are
weakly symmetrical and both (— f) and (f —) are non-empty. The sequent
rules for f are called weakly explicit, if the rules (— f) and (f —) exhibit f
in their conclusion sequents only, and they are called explicit, if in addition
to being weakly explicit, the rules in (— f) and (f —) exhibit only one
occurrence of f on the right, respectively the left side of —. Separation,
symmetry, and explicitness of the rules imply that in a sequent calculus for
a given logic A, every connective that is explicitly definable in A also has
separate, symmetrical, and explicit introduction rules. These rules can be
found by decomposition of the defined connective, if it is assumed that the
deductive role of f(A1,...,A,) only depends on the deductive relationships
between Aqy,...,A,. It is therefore desirable to have introduction rules for
O, O, (P), [P], (F) and [F] as primitive operations, so that the familiar
mutual definitions are derivable.

A further desirable property, reminiscent of implicit definability in pred-
icate logic, is the unique characterization of f by its introduction rules.
Suppose that A is a logical system with a syntactic presentation S in which
f occurs. Let S* be the result of rewriting f everywhere in S as f*, and let
AA* be the system presented by the union SS* of S and S* in the combined
language with both f and f*. Let As denote a formula (in this language)
that contains a certain occurrence of f, and let A« denote the result of re-
placing this occurrence of f in A by f*. The connectives f and f* are said
to be uniquely characterized in AA™ iff for every formula Ay in the language
of AA*, Ay is provable in SS* iff Ay« is provable in SS*. DoSen [1985] has
proved that unique characterization is a non-trivial property and that the
connectives in his higher-level systems S4p/D and S5p/D for S4 and S5,
respectively, are uniquely characterized.

As we have seen, the standard sequent-style proof-theory for normal
modal and temporal logic fails to be modular. The idea that modularity can
be achieved by systematically varying structural features of the derivabil-
ity relation while keeping the introduction rules for the logical operations
untouched can be traced back to Gentzen [1934] and has been referred to
as Dogen’s Principle in [Wansing, 1994]. In [Dosen, 1988, p. 352], Dogen
suggests that “the rules for the logical operations are never changed: all
changes are made in the structural rules.” This methodology is adopted,
for example in Dogen’s [1985] higher-level sequent systems for S4 and S5,
Blamey and Humberstone’s [1991] higher-arity sequent calculi for certain
extensions of K, Nishimura’s [1980] higher-arity sequent systems for Kt
and K4t, and the presentation of normal modal and temporal logics as
cut-free display sequent calculi.
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Another methodological aspect is generality. Is there a type of sequent
system that allows not only a uniform treatment of the most important
modal and temporal logics but also a treatment of substructural logics, other
non-classical logics and systems combining operations from different families
of logics and that, moreover, is rich enough to suggest important, hitherto
unexplored logics? The framework of display logic to be presented in the
next section has been devised explicitly as an instrument for combining
logics (see [Belnap, 1982]), and has been suggested, for example, as a tool
for defining subsystems of classical predicate logic (see [Wansing, 1999]). In
addition to generality, a ‘real’ subformula property, and DoSen’s principle,
Avron [1996] requires of a good sequent calculus framework also semantics
independence. The framework should not be so closely tied to a particular
semantics that one can more or less read off the semantic structures in
question. Moreover, the proof systems instantiating the framework should
lead to a better understanding of the respective logics and the differences
between them.

Note that each of the ordinary sequent systems presented in the present
section fails to satisfy some of the more philosophical requirements men-
tioned. The same holds true for the ordinary sequent systems for various
non-normal, classical modal logics investigated in [Lavendhomme and Lu-
cas, 2000]. There are thus not only technical but also methodological and
philosophical reasons for investigating generalizations of the notion of a
Gentzen sequent.

2 GENERALIZED SEQUENT SYSTEMS

In this section the application of a number of generalizations of the ordinary
notion of sequent to normal modal propositional and temporal logics is
surveyed.

2.1 Higher-level sequent systems

Dosen [1985] has developed certain non-standard sequent systems for S4
and S5. In these Gentzen-style systems one is dealing with sequents of
arbitrary finite level. Sequents of level 1 are like ordinary sequents, whereas
sequents of level n + 1 (0 < n < w) have finite sets of sequents of level n
on both sides of the sequent arrow. The main sequent arrow in a sequent
of level n carries the superscript ™, and @ is regarded as a set of any finite
level. The rules for logical operations are presented as double-line rules. A
double-line rule

S1y-.-458n

50
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involving sequents s, ..., s,, denotes the rules
S1,-.-58n SO S0
—7 _’ ) .
50 S1 Sn

Dosen gives the following double-line sequent rules for O and <:

X + {0 = {A}} —2 X, + {X3 —1 X4}
Xl 2 XQ + {Xg —+ {DA} 1 X4}

X1+ {{A} =10} =2 Xo + { X3 —! Xy}
X, —2 Xo+{X3 -1 X4+ {CA}} ’

where + refers to the union of disjoint sets. If these rules are added to
Dosen’s higher-level sequent calculus Cp/D for CPL, this results in the
sequent system Sbp/D for S5. The sequent calculus S4p/D for S4 is then
obtained by imposing a structural restriction on the monotonicity rule of
level 2:

X S2YHXUZ —2YUZ,.

The restriction is this: if Y = (), then Z; must be a singleton or empty;
if Y # 0, then Z, must be empty. If the same restriction is applied to
monotonicity of level 1 in Cp/D, then this gives a higher-level sequent
system for intuitionistic propositional logic IPL.

Note that < and O are interdefinable in S4p/D and S5p/D. The double-
line rules for O and <, however, do not satisfy weak symmetry and weak
explicitness, but the upward directions of these rules can be replaced by:

)=t {A} -0 = {O0A} and {A} =10+ {0A} =10

Whereas cut can be eliminated at levels 1 and 2, cut of all levels fails to
be eliminable [Dogen, 1985, Lemma 1]. Moreover, in Dogen’s higher-level
framework it is not clear how restrictions similar to the one used to obtain
S4p/D from Sbp/D would allow to capture further axiomatic systems of
normal modal propositional logic.

2.2 Higher-dimensional sequent systems

A ‘higher-dimensional’” proof theory for modal logics has been developed by
Masini [1992; 1996]. This approach is based on the notion of a 2-sequent.
In order to define this notion, various preparatory definitions are useful.
Any finite sequence of modal formulas is called a 1-sequence. The empty
1-sequence is denoted by €. A 2-sequence is an infinite ‘vertical’ succession
of 1 sequences, I' = {«; }o<i<w such that 35 > 1, Vk > j : ay, = €. For each
i, a; is said to be at level i. The depth of T' (§T") is defined as min{i | ¢ >
0, Vk > i:ar =€} A 2-sequent is an expression I' — A, where I' and A
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are 2-sequences. The depth of I' — A (j(T" — A)) is defined as max(hT", hA).
If I' — A is a 2-sequent and A an occurrence of a modal formula in I' — A,
then A is said to be maximal in I' — A, if Ais at level £ in I’ or in A
and k = g(T' — A). A is the maximum in ' — A, if A is the unique
maximal formula in I' — A. The sequent rules for O are based on the idea
of “internalizing the level structure of 2-sequents” [Masini, 1992, p. 231]:

T
a
— A A
JA
?/ I'—
(D—>) (—)D) A
r A
g,DA —A F= o4
F/
A
r I' — ';L_A
a —A ',
(0=) _A (= 0) =
r
a, OA —A r— oA
v
A/

where «, [, m, and p denote arbitrary 1l-sequences, and A must be the
maximum of the premise 2-sequent in (— 0O) and (& —). According to
Masini, these introduction rules give rise to a “general basic proof theory
of modalities” [Masini, 1992, p. 232]. If added to a 2-sequent calculus for
CPL, the above rules result, however, in a sequent calculus for KD instead
of the basic system K. This sequent system for KD admits cut-elimination,
O and < are interdefinable, and the introduction rules are separate, sym-
metrical, and explicit, but no indication is given of how to present axiomatic
extensions of KD as higher-dimensional sequent systems. Moreover, it is
not clear how Masini’s framework may be modified in order to obtain a
2-sequent calculus for K.

2.8  Higher-arity sequent systems

In search of generalizations of the standard Gentzen-style sequent format,
it is a natural move to consider consequence relations with an arity greater
than 2. It seems that the first higher-arity sequent calculus was formulated
by Schréter [1955], see also [Gottwald, 1989]. This formalism is a natural
generalization of Gentzen’s sequent calculus for CPL to truth-functional
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n-valued logic. The intended truth-functional reading of a Gentzen sequent
s = A — I' is given by a translation o of s into a formula:

o(A—-T) = /\AD\/F,

The sequent s thus is true under a given interpretation if either some for-
mula in A is false, or some formula in I" is true, and the two places of
the sequent arrow correspond to the two truth-values of classical logic. In
general, in n-valued logic (with 2 < n) one obtains n-place sequents s =
Aq;Ag; ... Ay, with the understanding that s is true under an interpreta-
tion if for every ¢ < n, some formula in A; has truth-value ; for a com-
prehensive treatment of sequent calculi for truth-functional many-valued
logics see [Zach, 1993]. We shall here briefly review some relevant parts
of the work of Blamey and Humberstone [1991], who investigate an appli-
cation of three-place and, ultimately, four-place sequent arrows to normal
modal logic. This approach is congenial to display logic with respect to a
realization of the Dogen-Principle insofar as Blamey and Humberstone em-
phasize that distinctions between various well-known normal modal logics
can “be reflected at the purely structural level, if an appropriate notion of
sequent” is adopted [Blamey and Humberstone, 1991, p. 763]. Let ', A, O,
and X range over finite sets of formulas in the modal propositional language
with O as primitive. The four-place sequent

FH%A

has the following heuristic reading:

(ATAADD) > (\/Aav)/ooe).

This kind of sequent had independently been used by Sato [1977], where a
cut-free sequent calculus for S5 is presented containing a left introduction
rule for O that fails to be weakly explicit. Blamey’s and Humberstone’s
introduction rules for O are:

@l FO-%04 (0o FDOA—Z0.

In order to obtain a sequent calculus for K the following structural rules
are assumed:

(R) FA—=bA  (vertical R) +H0—40

(M) T =8 AFLT -29 AN
(undercut) X Hg A T Hg% AFT ng, A

(T) T)A—-8A T-8AAFT-8A
(vertical T) T _’gA A T —>g’A AFT QA
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Against the background of these rules, the introduction rules (O |)o and
(O 7)o are interreplaceable with the following rules, respectively:
(Dl) F,DAH%AFF—)SAA
(a7) F—>§),AAI—F,DA—>9A.
The introduction rules for the Boolean operations are adaptations of the fa-
miliar rules to the higher-arity case. Here is a simple example of a derivation
in this formalism (using some obvious notational simplifications):
0OA,0B - OAAOB (@)
AANB — A 0OA—-p OAANOB (@)
ANB —AB 0 —apOAANOB
0 —arp DANDOB @1)
O(AAB) — OAAOB

(undercut) twice

The axiom schemata D, T', 4, and B are captured by purely structural rules
not exhibiting any logical operations:

D ZH%@F@—)%@

T F@HQA

4 To8A T2 AFT -8 A
B Z—>®AA F—>%7AA|—F—>§)A.

Since Blamey and Humberstone are primarily interested in semantical
aspects of their sequent systems, they do not consider cut-elimination.
Although their calculi satisfy Dosen’s Principle, it remains unclear whether
their approach is fully modular for the most important systems of normal
modal propositional logic. They do not present a structural equivalent of
the 5-axiom schema, but rather treat S5 as KTB4.

In [Nishimura, 1980], Nishimura uses six-place sequents

01;1;0; — X1; A 3.

These higher-arity sequents can intuitively be read as follows:

(APIer A AT A AIFIO2) > (\/[PIZ v/ AV \/[FIL).

Nishimura defines introduction rules for the tense logical operations [F] and
[P], which are explicit in the sense of Section 1.3:

(= [F]) ©1150s — 515 A; A 5y
01;T;02 — T1; A [F]A; X
([F] _>)l @17F7Aa®2_’21,A,22
01; T, [F]A; 02 — X1 A5 5y
(= [P]) O1110s — X1, Aj A Y,
01;T;02 — 315 [P]A, A¥y
([Pl =) ©1,A;T;05 — N1, A; %,
01 [P]A, T;02 — E15 A Y,
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In accordance with the DoSen Principle, these rules are held constant in
sequent systems for Kt and K4t. The difference between these logics is
accounted for by different structural rules, namely

(r-trans) 0;T;0 — A; A; 0 (I-trans) ;750 — 0; A; A
0:0:T = 0: A\ A ;00 — 0

in the case of Kt and

(r-trans)y 0; 15T — A3 A; 0 (-trans)y, T;T50 — 0; A; A S
0;0;7 — ;A A ;0,0 — A; A%

in the case of K4t. Nishimura observes that although in the introduction
rules for (F') and (P) subformulas are preserved from premise sequent to
conclusion sequent, cut-elimination fails to hold in the six-place sequent
systems for Kt and K4t. There is, for instance, no cut-free proof of ; p; —
 [F)=[Pl-p;

2.4  Multiple-sequent systems

Indrzejczak, in [1997; 1998], suggested non-standard sequent systems for
certain extensions of the minimal regular modal logic C using three sequent
arrows —, O—, and &—. These sequent arrows denote binary relations
between finite sets of S-formulas, where the set of S-formulas is defined as
the union of the set of modal formulas and {—A | A is a modal formula}.
As before, we shall use A, B, C, ... to denote modal formulas. The symbol
‘—’is a unary structure connective that may not be nested, and the sequent
arrows [0— and O— are auxiliary in the sense that they fail to represent
consequence relations, because (in general) neither - A0~ A nor - AO— A.
The logics presented by such multiple-sequent systems are given by the
set of provable sequents A — I'. The intended meaning of a sequent is
captured by a translation o from sequents into ordinary sequents using a
translation  from S-formulas to modal formulas. For every modal formula
A, §(—A) := -A and 6(A) := A. The translation o is defined as follows:

ol —=A) = AT)— VA
oTO=A) = AS(T) —OV(A)
o(lOo—=A) = OAIT) —VaA)

Here §(T') := {A | A e T} U{-A | —A € T'}. For every modal formula
A, A* is defined as —A and —A* as A. If A is a set of S-formulas, A* :=

4Note that Nishimura allows infinite sets in antecedent and succedent position. It
is, however, shown that if a sequent ©1;I;©2 — X1;A; X9 is provable, then there are
finite sets ©, C ©;, X; C X;, (¢ = 1,2), IV C T, and A’ C A such that the sequent
01;T7;0, — X1; A’; 3 is provable.
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{A| -Aec Ay U {-A| A e A}. Let (—) be any of —, O—, &—. The
following reflexivity and monotonicity rules are assumed:

FA— A, A(—=)THFA(—)T,A; A(—=)THAA(—)T.
Next, there are further structural rules called shifting rules:

[—*] AJLA—TFA->T, A" =] A—-T,AFAA*—>T

[TR] AO=TFIT*0— A* AO—T F I'*O— A*
The introduction rules for A, V, D and — are formulated for arbitrary se-
quent arrows. Whereas the rules for A and V are versions of the familiar

introduction rules, the rules for = and D can be formulated such that they
make use of the structure connective —:

A —-A(=)THA-A(—)T
A(=)T,—-AFA(—)T,-A
A, —-A(—=)T" ¥, B(—=)O0FAX,ADB(—)I0O
A(—=)I,-A, BFA(—=)TADB
The introduction rules for the modal operators are not formulated for arbi-
trary sequent arrows:
[O00—] A— AFOAO—A [- 0 A0~ AFA-—-OA
[CO—] A= AEFOCA - A [O—=C] A= AF AO—CA
[O— O] —A,AC—=T FAO—=T,CA [O0—] AD—T,—AF ADAO—T
The above collection of sequent rules forms a multiple-sequent calculus MC

for the system C. An axiomatization of C can be obtained by replacing the
necessitation rule in the familiar axiomatization of K by the weaker rule

(RR) if (AA B) D C is provable, then so is (JA A OB) D OC,

see [Chellas, 1980]. The necessitation rule and the modal axiom schemata
D, T, and 4 can be captured in a modular fashion by pairs of sequent rules:

nec, A—=QFAO—=D) - AFQIO—A
Dl AC—OFA -0 (O—AFD)—A
T AT HFA ST AT HA-ST

[
[
[
[4] A—-YFAOD>Y 0 —-TFOO—T,

where in rule [4], every S-formula in A has the shape OA or —C A and every
S-formula in I" has the shape ©A or —OA. All sequent systems obtained in
this way satisfy a generalized subformula property: for every modal formula
A, it holds that if A or —A is used in a proof of A — I', then A is a subfor-
mula of AUT (where the notion of a subformula of an S-formula is defined
in the obvious way). Indrzejczak does not investigate the admissibility of
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cut for — or the admissibility of cut for O— and ¢— in extensions of CT
(where - AO— A and - AO— A). Note that the introduction rules for the
modal operators fail to be symmetrical, since there are no introduction rule
for O on the left and & on the right of —. Moreover, the side conditions
on [4] are such that the status of this rule as a purely structural rule is
doubtful. The multiple-sequent systems for extensions of KB make use of
denumerably many sequent arrows ® (n > 0), where logics are defined by
the provable sequents A% I'. The introduction rules

A AR DOAML A AL AR A OA
AL AR OAS A A AR AL OA

fail to introduce O on the left and < on the right of &, so that also these
rules are not symmetrical.

In Section 4.1, we shall point to a simple relation between Indrzejczak’s
multiple-sequent systems and higher-arity sequent systems for modal logics.

2.5 Hypersequents

Hypersequents were introduced into the literature by Pottinger [1983], and
have later systematically been studied by Avron [1991; 1991a; 1996]. A
hypersequent is a sequence

F1HA1|F2HA2||FR4>ATL

of ordinary sequents (or, more generally, sequents in which A; and T'; are
sequences of formula occurrences) as their components. The symbol ‘|’ in
the statement of a hypersequent enriches the language of sequents and is in-
tuitively to be read as disjunction. This expressive enhancement “makes it
possible to introduce new types of structural rules, and ... to allow greater
versatility in developing interesting logical systems” [Avron, 1996, p. 6]. In
particular, a distinction may be drawn between internal and external ver-
sions of structural rules. The internal rules deal with formulas within a cer-
tain component, whereas the external rules deal with components within a
hypersequent. Let G, H, Hy, H5 etc. be schematic letters for possibly empty
hypersequents. External monotonicity, for instance, can be contrasted with
internal monotonicity:

H1 |H2FH1|G|H2 VS. H1|F*>A|H2FH1|A,F*>A|H2
Cut only has an internal version:

Gl‘F1—>A1,A|H1 G2|A,F2—>A2|H2
G1 |G |T1,Te — Ay, Ay | Hy | Hy

The use of hypersequents allows a cut-free presentation GS5 of S5 satisfy-
ing the subformula property. The system GS5 consists of hypersequential
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versions of the rules of LS4, in particular, external and internal versions of
contraction and monotonicity, the above cut-rule, and a structural rule of a
new kind, namely the modalized splitting rule:

(MS) G|DF1,F2—>DA1,A2|H|‘G|DF1—>DA1|F2—>A2|H.

In the next section we shall define display sequents, and in Section 4.2 we
shall define a translation of hypersequents into display sequents.

3 DISPLAY LOGIC

We shall develop display logic only to the extent needed to cover a vari-
ety of normal modal and temporal logics based on classical or intuitionistic
logic. A more comprehensive presentation of display logic and its appli-
cation to modal and non-classical logics can be found in [Belnap, 1982],
[Belnap, 1990], [Belnap, 1996], [Goré, 1998], [Kracht, 1996], [Restall, 1998],
[Wansing, 1998]. Note that except for the substructure property, all require-
ments examined in the previous sections are satisfied by the display sequent
systems to be presented.

3.1 Introduction rules through residuation

Whereas the ordinary sequent systems for temporal logics presented in Sec-
tion 1.2 fail to exploit the interaction between the backward and the forward
looking modalities, the modal display calculus is based on observing that
the operators (P) and [F] form a residuated pair. The following definition
is taken from Dunn [1990, p. 32]:

DEFINITION 5. Consider two partially ordered sets A = (A, <) and B =
(B, <) with functions f: A — B and g: B — A. The pair (f, g) is called

residuated it (fa <'b iff a < gb);
a Galois connection iff (b <’ fa iff a < gb);
a dual Galois connection iff  (fa <'b iff gb < a);

a dual residuated pair iff (b <’ fa iff gb <a).

Obviously, ((P),[F]) forms a residuated pair with respect to the prov-
ability relation in normal extensions of Kt, and (—(F),—(P)) is a Galois
connection.® These ideas of residuation and Galois connection can be gen-
eralized. In [Dunn, 1990], [Dunn, 1993], Dunn has defined an abstract law of

5The fact that (P) and [F] form a residuated pair is also used in Kashima’s [1994]
sequent calculi for various normal temporal logics. The approach of Kashima is simi-
lar to the modal display calculus and the modal signs approach developed by Cerrato
[1993; 1996] insofar as the structural language of sequents is extended by unary struc-
ture operations. Whereas nesting of these operations is not allowed in Cerrato’s sequent
systems for normal modal propositional logics, Kashima allows iteration. Kashima in-
ductively defines a notion of sequent as follows:
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residuation for n-place connectives f and g. The formulation of this princi-
ple refers to traces of operations and assumes the presence (or definability)
of a truth constant t and a falsity constant f. We shall use A 4+ B to
express that A and B are interderivable in a given axiom system.

DEFINITION 6. An n-place connective f (n > 0) has a trace (p1,...,pn) —
+ (in symbols T(f) = (p1,.-.,pn) — +) iff

f(Aq, ... t,... A, - ¢, if p; = 4 (the indicated ¢ is in position 7);
f(Ar, ... f,... Ay) Tt if p; = — (the indicated f is in position 7);
if AF Band p; =+, then f(A41,...,A,...; A F f(41,...,B,..., A,);
if AF Band p; = —, then f(Ay,...,B,..., As) F f(41,...,A,..., A,).

The operation f has a trace (p1,...,pn) — — (T(f) = (p1,...,pn) — —) iff

f(A1, ..., fy.. . Ap) T F, if p; = + (the indicated f is in position 7);
f(AL, ... t,... Ay) - f, if p;, = — (the indicated ¢ is in position i);

if AF Band p; =+, then f(41,...,B,...,An) F f(A1,.. ., A, ... Ay);
if AF Band p; = —, then f(Ay,...,A, ..., A F f(A1,...,B,..., Ay).

In Kt, — has traces — — + and + — —, whereas [F] has trace + — + and
(P) has trace — — —.
DEFINITION 7. Two n-place operations f and g are contrapositives in
place j iff T(f) = (p1,...,pjs---,pn) — p implies T'(9) = (p1,...,—p,.. .,
pn) — —pj;, where —+ = — and —— = +.
DEFINITION 8. Let
. BF f(Ay,...,A,) HT(f)=(.)—+

1. every temporal formula is a sequent;

2. if T is a sequent, then so is ©{T'} and F{T'};

3. if n > 0 and every I'; (1 <4 < n) is a sequent, then so is I',...,T';.

The intuitive meaning of a sequent is given by the following inductively defined translation
(-)* from sequents into formulas:

1. (T)* = A, if " is the formula A;

2. (PATH* = [PIP(D)*; (F{rh* = [FIF (D)%

3. if n >0, then (T'1,...,I'n)* = \/{(T1)*,...,(Tn)*}
4. ()* = (p A —p), for some atom p.

Residuation then shows up in Kashima’s “turn rules”:
P {AYF P, A; P {A}F L, A

Most of Kashima’s sequent rules used to capture various structural properties of acces-
sibility either fail to be explicit or separated in the sense of Section 1.3. Cut-elimination
for these systems is shown semantically, i.e., in a non-constructive way.
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A pair of n-place connectives f and g satisfies the abstract law of residuation
just in case for some j (1 < j <n), f and g are contrapositives in place j,
and

S(f, A1, As .. Ap,B) iff S(f.A1,....B,... Ay A)).

OBSERVATION 9. The abstract law of residuation holds for the pairs
(ta f)v (_‘v _‘), (<P>7 [F])v (/\a l>)v (<a \/)7 (/\7 _""\/"')a and ( A, \/)v where
> is intuitionistic implication and <« is coimplication.

Coimplication <« is characterized by
AFBVC/A iff A4BFCA.

In classical logic, the residual of disjunction is definable, since
AFBVCA iff AN-BFC/A iff -(ADB)FC,

but in bi-intuitionistic logic it is not, see Section 3.8. For each of the pairs
&, ), (=,7), (P),[F]), (A, ), (4,V), the structural language of display
sequents contains one structure connective. Since in classical logic A and V
are interdefinable using -, the pairs (A, —... V ...) and (... A ..., V) require
only a single structure connective in addition to the unary structure opera-
tion associated with (=, —). We shall use X, Y, Z (possibly with subscripts)
as variables for structures. A display sequent is an expression X — Y; X
is called the antecedent and Y is called the succedent of X — Y. The
structures are defined by:

Xi=A|I|*X |eX | XoY | X XY |XxY.

The association of structure connectives with pairs of operations satisfying
the abstract law of residuation is accomplished by the following translations
71 of antecedents and 75 of succedents into formulas:

T1(A) A T(A) = A
m1(I) t 2(I) f
1(xX) = -7m(X) T(xX) = -1 (X)
m(eX) = (P)yn(X) (e X) = [F]n(X)
(X xY) = n(X)A7r(Y) (X xY) = nX)>nl)
X xY) = 1n(X)4n(Y) (X XY) = m(X)VnY)
T(XoY) = 7 (X)A7(Y) (X oY) = n(X)Vn(Y)

Under these translations, the following basic structural rules are valid ((1)-
(4) in normal temporal logic; (5) and (6) in bi-intuitionistic logic) if — is
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understood as provability:

Basic structural rules

XoVY 274X —>ZoxY Y - xXoZ
X—YoZA+ XoxZ—-Y 4+*xYoX -7
X—>Y 4 +«Y -« X 4+ X - xxY

X —>eY dHeX Y
XxY—-Z7Z4+Y—-XxZ4+X—->YxZ

5
6) X =>YXxZHI+XxY-Z4+XxZ-Y,

where X; — Y; 4+ X5 — Y5 abbreviates X; — Y] F X5 — Y5 and
Xo — Yok X7 — Y7. If two sequents are interderivable by means of (1)—
(6), then these sequents are said to be structurally or display equivalent.
The following pairs of sequents, for example, are display equivalent on the
strength of (1)—(3):

XoY =7 x7 — %Y oxX; X —=>YoZ xZoxY — xX;
X =Y xY — X; X — *Y Y — %X
X =Y xx X - Y.

NN~~~ o~
B~ W N~
NSNS NSNS

The name ‘display logic’ derives from the fact that any substructure of
a given display sequent s may be displayed as the entire antecedent or
succedent of a structurally equivalent sequent s’. In order to state this
fact precisely, we define the notion of a polarity vector and antecedent and
succedent part of a sequent (cf. [Goré, 1998]).

DEFINITION 10. To each m-place structure connective ¢ we assign two
polarity vectors ap(c, £1,...,%,) and sp(c, +1, ..., %, ), where +; € {+, —}
and 1 <7 <n:

ap(*af) ap(.a+) ap(o,+,+) ap(><]7+7+) ap([xa+77)
sp(x,—) sp(e,+) sp(o,+,+) sp(x,—,+) sp(x,+,+)

We write ap(c, j, £) and sp(c, j,+) to express that ¢ has antecedent, respec-
tively succedent polarity + at place j.

DEFINITION 11. Let s = X — Y. The exhibited occurrence of X is
an antecedent part of s, and the exhibited occurrence of Y is a succedent
part of s. If ¢(X1,...,X,,) is an antecedent [succedent] part of s, then the
substructure occurrence X; (1 <j <n)is

1. an antecedent [succedent] part of s if ap(c, j,+) [sp(c, 7, +)];

2. a succedent [antecedent] part of s if ap(c, j, —) [sp(c, 7, —)]-

THEOREM 12. (Display Theorem, Belnap) For each display sequent s and
each antecedent [succedent] part X of s there exists a display sequent s’

structurally equivalent to s such that X is the entire antecedent [succedent]
of .
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Proof. The theorem was first proved in [Belnap, 1982]; we shall follow the
proof in [Restall, 1998]. A context results from a structure by replacing
one occurrence of a substructure by the ‘Void’ (in symbols ‘—’). If f is a
context and X is a structure, then f(X) is the result of substituting X for
the Void in f. A context f is called antecedent positive (negative) if the
indicated X is an antecedent part (a succedent part) of f(X) — Y f is
said to be succedent positive (negative) if the indicated X is a succedent
part (an antecedent part) of Y — f(X). A contextual sequent has the
shape f — Z or Z — f, and a pair of contextual sequents is said to be
structurally equivalent if the sequents are interderivable by means of rules
(1)—(6). The Display Theorem then follows from the following lemma.

LEMMA 13. (i) Suppose f is a context in antecedent position. If f is an-
tecedent positive, then f(X) — Y is structurally equivalent to X — f*(Y),
where f® is a context obtained by unraveling the Void in f. If f is an-
tecedent negative, then f(X) — Y is structurally equivalent to f*(Y) — X.
(ii) Suppose [ is a context in succedent position. If f is succedent positive,
then Y — f(X) is structurally equivalent to f¢(Y) — X, where f¢ is a
context obtained by unraveling the Void in f. If f is succedent negative,
then Y — f(X) is structurally equivalent to X — f¢(Y).

The proof is by induction on the complexity of contexts.
Case 1: f = —. Then f is antecedent and succedent positive, and f%(Y) =
fey) =Y.
Case 2: f = eg. Then f(X) — Y is structurally equivalent to g(X) — oY,
and Y — f(X) is equivalent to ¢Y — g(X). By the induction hypothesis,
these sequents are equivalent to X — f%(eY), f%(eY) — X, f(eY) — X,
or X — f¢(eY). Hence f* = g*(e—) and f© = g°(e—).
Case 3: f = xg. Then f(X) — Y is equivalent to *Y — ¢g(X). Depending
on whether g is succedent positive or negative, f(X) — Y is structurally
equivalent to g¢(xY) — X or to X — ¢°(xY). Therefore, by the induction
hypothesis, f* = g°(x—). Similarly, f¢ = g%(x—).
Case 4: f = Zog. Then f(X) — Y is equivalent to g(X) — *Z o Y. By
the induction hypothesis, this sequent is equivalent to X — ¢g*(xZ oY) or
9%(xZ oY) — X, and hence f® = ¢g%(xZ o —). Similarly, f¢ = g*(— o xZ).
Case 5: f = go Z. Similar to Case 4.
Case 6: f =gxZ. Then Y — f(X) is equivalent to g(X) — Y x Z, and
by the induction hypothesis, the latter is equivalent to X — ¢%(Y x Z) or
to g*(Y x Z) — X. Thus f¢ = ¢g*(— x Z). Similarly, f* = g°(Z x —).
Case 7: f = Z % g. Analogous to the previous case.
Cases 8 and 9: f = gx Z and f = Z x g. Analogous to Cases 6 and 7. W

If (for suitable notions of structural equivalence, antecedent part, and
succedent part) a sequent calculus satisfies the Display Theoremn, it is said to
enjoy the display property. Note that the set of rules (1)—(6) is not the only
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truth and falsity rules

(—f) X->IFX->f
(f—) Ff—-1
(—t) FI-ot
t—) I-XFt—X

Boolean introduction rules

1]

X —-*+sAFX — A
xA—- XF-4—-X

X—-AY—-BFXoY —-AAB
AoB— X+FAANB— X

<[l >|I! 4

<=1

X —-AoBFX —-AVB
A—-X B—-YFAVB—-XoY

|

U
U

1

XoA—-BFX —-ADB
X—-A B—-YFADB—xXoY

|

—_— |~ = =~ ||~ —
~— | [ | — | —

1

XoA—B XoB—-A+FX —-A=B

X—-A B—-Y X—-B A—-YFA=B—xXoY

tense logical introduction rules

X > AF X — [F]A
A— XF[F|A— X

~ _—

X > AFxexX — (F)A
xexA—>YHF(F)A—-Y

X —xexAF X — [P|A
A— XFI[PJA— xexX

—~
— —| |~ — —||——

SURETETET
TSLELI 3L E

=

X > AFeX — (P)A
A—eXF(P)A— X

nonclassical introduction rules

<

l >

>

X—-A Y—-BFXxY—-AAB
AxB—-XFAANB— X

!

/vﬂ/—\
Y

!

X—-AxBFX—-Ap>B
X—-A B—-YFA>B—-XxY

<

l <

<1

X—-AxB+FX —-AVB
A—X B—-YFRAVB—XxY

|

A

— — | |~ —~| [ — —| [ ——

/:/—\

!

X—A B—-YFHXxY—A«4B
AxB—-X+-A4B—X

Table 1. Introduction rules.
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I9) X—-ZFIoX—Z X—-ZFXol—-2Z
X—-7ZFX—Zol X—>ZFX —-10Z

(I°) IoX—-ZFHEX—>Z Xol—-Z+-X -7

X —>ZolFX —Z X—->IoZFX - Z
(I) I-XFZ—-X X—-IFX—-Z
) I-XA+I->X X I+ X -+
(P) X10X2—>Z|_X20X1—>Z Z—>X10X2|_Z—>X20X1
(Co) XoX—-ZFX—Z Z—-XoXFZ—-X
(Eo)

X—>7ZFXoX—-Z7 Z—-XFZ—-XoX

(MO) X1—>Z}_X10X2—>Z X1—>Z|_X20X1—>Z
Z—>X1}—Z—>X10X2 Z—>X1|—Z—>X20X1

(AO) Xlo(XQOXg)—>Z_“_ (Xl 0X2)0X3—>Z
Z—>X10(X20X3)_“_(X10X2)OX3—>Z

(MN) I XFI—eX X >IF X — el

I—-XFI— xexX X —-IFX — xexl

Table 2. Additional structural rules.

possible choice of display rules warranting the display property, see [Belnap,
1996] and [Goré, 1998].5 The display property allows an “‘essentials-only’
proof of cut elimination relying on easily established and maximally general
properties of structural and connective rules” [Belnap, 1996, p. 80]. Further,
the display property enables a statement of the introduction rules that satis-
fies the segregation requirement. Belnap emphasizes that the display prop-
erty may be used to keep certain proof-theoretic components as separate as
possible. In a sequent calculus enjoying the display property, the behaviour
of the structural elements can be described by the structural rules, and
the right (left) introductions rules for an n-place logical operation f can
be formulated with f(A,...,A,) standing alone as the entire succedent
(antecedent) of the conclusion sequent. Since f(Ai,...,A4,) plays no in-
ferential roles beyond being derived and allowing to derive, these left and
right rules provide a complete explanation of the inferential meaning of
f. The constant I induces introduction rules for ¢ and f. The operations
* and o give rise to introduction rules for the Boolean connectives. The
structure operation e permits formulating introduction rules for the modal-

6Goré [Goré, 1998] introduces binary structure connectives < and > to be inter-
preted as directional versions of implication in succedent position and coimplication in
antecedent position. The display property is guaranteed by the following structural rules
(notation adjusted):

X—->Z<Y A4 XoY—-Z 4 Y —->X>Z
Z<Y—->X4+Z->XoY 4+ X>Z->Y.
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ities, whereas x and X give rise to introduction schemata for conjunction,
disjunction, implication, and coimplication in bi-intuitionistic logic. These
introduction rules are assembled in Table 1. The further structural rules in
Table 2 contain many redundancies when they are assumed as a set. Such
a rich inventory of structural inference rules is, however, an advantage in a
treatment of substructural subsystems of normal modal and temporal log-
ics, see [Goré, 1998]. In addition to a set of structural rules and a set of
introduction rules, every display sequent system contains two logical rules
exhibiting neither structural nor logical operations, namely reflexivity for
atoms (alias identity) and cut:

(id) Fp—p and (cwt) X —-A A-YHFX Y.

The identity rule (id) can be generalized to arbitrary formulas from temporal
or bi-intuitionistic logic.

OBSERVATION 14. For every formula A, - A — A.

Proof. The proof is by induction on the complexity of A. For example,

A— A
A— A oA — (P)A A—A B—B
[P]A — x e xA A — o(P)A AxB—A«4B
[P]IA — [P]A (PYA — (P)A A 4B — A«B.

DEFINITION 15. The display sequent system DCPL is given by (id),
(cut), the Boolean rules, and the structural rules exhibiting I, *, and o.
The system DKt consists of DCPL plus the tense logical rules and the
structural rules exhibiting e. The system DK results from DKt by remov-
ing the introduction rules for [P] and (P).

A sequent rule is invertible if every premise sequent can be derived from
the conclusion sequent.

OBSERVATION 16. The following holds in every purely structural exten-
sion of DKt and DK. (i) The logical operations are uniquely characterized.
(ii) The introduction rules for =, A, and V, the left introduction rules for ¢,
(P), and (F), and the right introduction rules for f, D, =, [P], and [F] are
invertible. (iii) The modalities [F] and (F) ([P] and (P)) are interdefinable
using —.

Note that there exist various duality and symmetry transformations on
proofs in display logic, see [Goré, 1998], [Kracht, 1996].
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3.2 Completeness

We shall first consider weak completeness of DKt and DK, that is, the
coincidence of Kt (K) and DKt (DK) with respect to provable formulas.
We shall then strengthen this result and in Section 3.4 turn to axiomatic
extensions of K and Kt.

THEOREM 17. (i) If- A in Kt, then I — A in DKt. (i) If- X — Y
in DKt, then 71(X) F 72(Y) in Kt.

Proof. (i) We may take any axiomatization of Kt and show that the axiom
schemata are provable in DKt, and the proof rules preserve provability in
DKt. The following is a cut-free proof of the K axiom schema for [F]; the
proof for [P] is analogous:

A— A

[} — oA

[F[(AD B)o[F]A — ¢A

o([ ](ADB) [F]A)—)A B—>B
ADB—xe([F](ADB)o[F]|A)o
(ADB)—e(xe([F](ADB)o [F]A)OB)

[F]

[F](AD B)o[F|]A — e(x e ([F](AD B)o[F]A) o B)
o([F](AD B)o[F]A) — xe ([F](AD B)o[F]A)o B
o([F](AD B)o[F]A) o ([ J(AD B) [FlA) — B
o([F](AD B)o[F]A) —

[FI(AD B)o[F]A — [F ]

[FI(AD> B) — [F]AD [F]B

Io[F](ADB)— [F]AD|[F)B
I1—-[Fl(AD>DB)D[F]ADI[F]B

Necessitation for [F] and [P] is taken care of by the (MN) rules. It remains
to derive the tense logical interaction schemata A D [F](P)A and A D
[PI(F)A:

A— A
A A xexA — (F)A
_ e el e
oA — (P)A *(F)A— ex A
A= [F(P)A o*{F)A — xA
A— xex(F)A
A — [P{F)A
(ii) By induction on the complexity of proofs in DKt. [ |

COROLLARY 18. (i) In Kt, - A iff -1 — A in DKt. (ii) In K, F A iff
11— A in DK.
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Proof. (i) By the previous theorem. (ii) This follows from the fact that
every frame complete normal propositional tense logic is a conservative ex-
tension of its modal fragment. |

LEMMA 19. In every extension of DKt by structural inference rules, it
holds that = X — 7 (X) and F 12(X) — X.

Proof. By induction on the complexity of X. |

This lemma allows one to prove strong completeness.
THEOREM 20. In DKt, - X =Y iff (X) F m(Y) in Kt.

Proof. (=): This is Theorem 17, (ii). (<=): Suppose that in Kt, 7 (X) F
72(Y). Hence k¢ 71(X) D m2(Y). By Corollary 18, Fpkt I — 71(X) D
72(Y) and thus Fpkt 71(X) — 72(Y). Since by Lemma 19, F X — 71(X)
and F 75(Y) — Y in DKt, an application of cut gives - X — Y. [ |

COROLLARY 21. DK s strongly sound and complete with respect to K.

COROLLARY 22. DCPL is strongly sound and complete with respect to
CPL.

3.8 Strong cut-elimination

A remarkable quality of display logic is that a strong cut-elimination theo-
rem holds for every properly displayable and every displayable logic. Proper
displayability and displayability are easily checkable properties. A proper
display calculus is a calculus of sequents whose rules of inference satisfy the
following eight conditions (recall the terminology from Section 1.1):

C1 Preservation of formulas. Each formula which is a constituent of some
premise of infis a subformula of some formula in the conclusion of inf.

C2 Shape-alikeness of parameters. Congruent parameters are occurrences
of the same structure.

C3 Non-proliferation of parameters. Each parameter of inf is congruent
to at most one constituent in the conclusion of inf.

C4 Position-alikeness of parameters. Congruent parameters are either all
antecedent or all succedent parts of their respective sequents.

C5 Display of principal constituents. A principal formula of inf is either
the entire antecedent or the entire succedent of the conclusion of inf.

C6 Closure under substitution for consequent parts. Each rule is closed
under simultaneous substitution of arbitrary structures for congruent
formulas which are consequent parts.
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C7 Closure under substitution for antecedent parts. Fach rule is closed
under simultaneous substitution of arbitrary structures for congruent
formulas which are antecedent parts.

C8 Eliminability of matching principal formulas. If there are inferences
infi and info with respective conclusions (1) X — A and (2) A - Y
with A principal in both inferences, and if cut is applied to obtain
(3) X — Y, then either (3) is identical to one of (1) or (2), or there
is a proof of (3) from the premises of inf; and info in which every
cut-formula of any application of cut is a proper subformula of A.

Obviously, every display calculus satisfying C1 enjoys the subformula prop-
erty, that is, every cut-free proof of any sequent s contains no formulas
which are not subformulas of constituents of s. If a logical system can be
presented as a proper display calculus, it is said to be properly displayable.
Belnap [1982] showed that in every properly displayable logic, a proof of a
sequent s can be converted into a proof of s not containing any application
of cut

(1) X— A (2) A->Y
3) X-Y ’

The proof of strong cut-elimination reveals that every sufficiently long se-
quence of steps in a certain process of cut-elimination terminates with a
cut-free proof. The elimination process consists of various kinds of actions,
principal moves, parametric moves, and a combination of parametric and
principal moves. If the cut-formula A is principal in the final inference in
the proofs of both (1) and (2), a principal move is performed. Otherwise, if
there is no previous application of cut, a parametric move or a combination
of parametric and principal moves is executed. According to this distinction
we define primitive reductions of proofs Il ending in an application of cut.
Recently, Rajeev Goré and Jeremy Dawson discovered a gap in the proof of
strong normalization presented in [Wansing, 1998]. To avoid the problem,
the primitive reduction steps have to be redefined. Let II; be the proof of
(i) we are dealing with, (i = 1,2).

Principal moves. By C8, there are two subcases:

Case 1. (3) is the same as (4): % ~ 1

Case 2. There is a proof II of (3) from the premises si,...,s, of (1) and

8yy..., 80 of (2) in which every cut-formula of any application of cut is a
proper subformula of A:
1 2
11 / 1I / o2
1y Sn S Sy, 1
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Parametric moves. The parametric moves modify proofs on a larger scale
than the principal moves. The parametric moves show that applications of
structural rules need never immediately precede applications of cut. Sup-
pose that A is parametric in the inference ending in (1). The case for (2)
is completely symmetrical. In order to define the parametric moves, we
inductively define a set @ of occurrences of A, called the set of ‘parametric
ancestors’ of A (in IIy), cf. [Belnap, 1982, p. 394]. We start with putting
the displayed occurrence of A in (1) into . Then, by working up II;, we
add for every inference infin II; each constituent of a premise of inf which
is congruent (with respect to inf) to a constituent of the conclusion of inf
already in . What we obtain is a finite tree of parametric ancestors of
A rooted in the displayed occurrence of A in (1). This tree and the tree
of parametric ancestors of the displayed occurrence of A in (2) either con-
tain an application of cut or not. If so, we do not perform a reduction,
but instead consider one of these applications of cut above (1) or (2) for
reduction. If not, that is, if there is no application of cut in the trees of
parametric ancestors, then for each path of parametric ancestors of A in Il
we distinguish two subcases. Let A, be the uppermost element of the path
and let inf be the inference ending in the sequent s which contains A,,.

Case 1. A, is not parametric in inf. By C4 and C5, it is the entire con-
sequent of s. We cut with Il and replace every parametric ancestor of A
below A, in the path by Y.

Case 2. A, is parametric in inf. Then, with respect to inf, A, is congruent
only to itself, and we just replace every parametric ancestor of A below A,
in the path by Y. Moreover, we delete II5, which is now superfluous.

Call the result of simultaneously carrying out these operations for every
path of parametric ancestors of A in II; and removing the initial occurrence
of (3) (since now (2) = (3)) II!. If the tree of parametric ancestors of the
displayed occurrence of A in (1) contains at most one element A, that is
not parametric in inf, II reduces to II': II ~» II'. Typically we have the
situation of Figure 1.

By C3 and the bottom-up definition of @), for every inference infin Iy, Q
must contain the whole congruence class of inf, if @ is inhabited at all. By
C4, @ only consists of consequent parts. Hence, by C2 and C6, the result
of such a reduction is in fact a proof of (3), since on the path from (1) to
7 — A we have the same sequence of inference rules being applied as on the
path from (3) to Z — Y. If the cut-formula A is parametric in the inference
ending in (2), we rely on C7 instead of C6 and obtain a proof II".

If the tree of parametric ancestors of the displayed occurrence of A in (1)
contains more than one element A, that is not parametric in inf, parametric
and principal moves have to be combined. If A is parametric in the final
inference of Ily, we apply to II' a principal move on every cut with Il,.



Call the resulting proof II'*: II ~» II**. If A is not parametric in the final
inference of Ily, consider II!". We apply to II'" a principal move on every
cut with any subproof of II; ending in a sequent containing a parametric
ancestor A,. Call the resulting proof II""*: II ~» II'"*. Thus, if the tree of
parametric ancestors of the displayed occurrence of A in (1) contains more
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Figure 1.
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than one element A, that is not parametric in inf, the primitive reduction

of II gives a proof that is calculated via some intermediate steps. Moreover,
instead of a cut with cut-formula A, we obtain several cuts with subformulas

of A as the cut-formula. Here is a worked out example:

Hl
x(AoB)oX — (Ao B)
*(AoB)oX — (AV B)

*(AVB)oX — (Ao B) 12 122
*(AVB)oX - (AVB) A=Y B—Z
— (AVB)o(AVvB) (AVB)— (Yo2Z2)

— (AV B) (AVB) - (YoZ)oW

X—>(YOZ)0W

g
*(AoB)oX — (Ao B)
(AoB)oX — (AV B) Hg
(AoB)oX = (YoZ)o
*((YOZ)OW)OX—)(AOB)
*(YoZ)oW)oX — (AV B) H2
(Yo Z)oW)oX = (VoZ)o
X—=>(YoZ)oW)o((YoZ)o )
X—=((YoZ)oW)

*

*

=)
I
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Hl H21 H22

*(AOB)OX—>(AOB) A—Y B-—7
x(AoB)o (A\/B) (AVB) - (Yo2Z)
*(AOB)OX—>( Z)
x(AoB)oX — (YoZ)o g 122
"= *((YoZ)o )oX—>(AoB) A—-Y DB—Z
*((YoZ)oW)oX — (AV B) (AVB) = (Yo2Z)
*(YoZ)oW)oX — (YoZ)
*(YoZ)oW)oX - (YoZ)o
X—=>((YoZ)oW)o((YoZ)o )
X~ (Yo2)oW)
Hl

x(AoB)oX — (Ao B) 2

(#((AoB)oX)oxB— A A->Y

(x(AoB)oX)o*B —Y 122

*Y o(x(AoB)oX)— B B—Z

*Y o (x(AoB)oX)—Z
x(AoB)oX — (Y oZ2)
x(AoB)oX - (YoZ)oW

O~ T = #((YoZ)oW)oX — Ao B 1%
(((YOZ) ) )O*B—)A A—-Y
(#((YoZ)oW)oX)oxB—Y I122
*Yo(((YoZ) W)oX)— B B—Z
#*Y o (x(YoZ)oW)oX)—2Z

*((YOZ)OW)OXH(YOZ)
H(VoZ2)oW)oX = (Vo Z)oW)
X = (YoZ)oW)o((Yo2) o)
X (Vo Z)oW)

THEOREM 23. Every proper display calculus enjoys strong cut-elimination.

Proof. See Appendix A. |

COROLLARY 24. Cut is an admissible rule of every proper display
calculus.

Theorem 23 can straightforwardly be applied to DK and DKt. It can
easily be checked that in these systems conditions C1 — C7 are satisfied.
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Verification of C8 is also a simple exercise. We have for instance:

XA A->Y X > A A—>Y
X — [F]A [F]A — &Y ~ X Y
X — oY X — oY
rexA —>Y
Y > ex A
XA vesAd Y oxY — xA
= — X—>A A— xexY
xexX — (4) (A)—-Y ~>
X 5V X — xexY
e oxY — xX
xY — ex X
roxX — Y.

THEOREM 25. Strong cut-elimination holds for DK and DKt.
COROLLARY 26. DKt is a conservative extension of DK .

We shall now briefly consider generalizations of Theorem 23. By conditions
C6 and C7, the inference rules of a proper display calculus are closed under
simultaneous substitution of arbitrary structures for congruent formulas.
The proof of strong normalization can be generalized to logics which for
formulas of a certain shape satisfy closure under substitution either only
for congruent formulas (of this shape) which are consequent parts or only
for congruent formulas (of this shape) which are antecedent parts. In order
to extend the proof of strong cut-elimination to such systems, C6 and C7
have to be replaced by the more general condition of regularity, see [Belnap,
1990]. A formula A is defined as cons-regular if the following holds: (i) if
A occurs as a consequent parameter of an inference inf in a certain rule R,
then R contains also the inference resulting by replacing every member of
the congruence class of A in inf with an arbitrary structure X, and (ii) if
A occurs as an antecedent parameter of an inference inf in a certain rule
R, then R contains also the inference resulting by replacing every member
of the congruence class of A in inf with any structure X such that X — A
is the conclusion of an inference in which A is not parametric. The notion
of ant-regularity is defined in exactly the dual way. The new condition on
rules then is

C6/CT Regularity. Every formula is regular.

A display calculus simpliciter is a calculus of sequents satisfying C1 - C5,
C6/7, and C8. If a logic can be presented as a display calculus, then it is said
to be displayable. Obviously, every properly displayable logic is displayable.
Also the parametric moves must be redefined. Suppose in what follows that
the cut-formula A is parametric in both the final inference of II; and the final
inference of IIy. Moreover, suppose that the trees of parametric ancestors
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of A in II; and in Il do not contain any application of cut. If A, is the
tip of a path of parametric ancestors of A in II;, let inf be the inference
ending in the sequent which contains A,. Let us call A, significant, if it
is not parametric in inf. Then, in a proper display calculus we may choose
whether we cut every significant tip A, in the tree of parametric ancestors
of A in IT; with IIs or whether we cut every significant tip A, in the tree of
parametric ancestors of A in ITy with II; to obtain II' or II". Both operations
form an essential part in the definition of certain primitive reductions. In a
display calculus simpliciter this indeterministic choice has to be abandoned.
If the cut-formula is cons-regular, we cut with I, and if the cut-formula is
ant-regular, we cut with II;. This further restriction on parametric moves
does not affect the proof of strong cut-elimination.

THEOREM 27. FEvery displayable logic enjoys strong cut-elimination.

A further strengthening of the strong cut-elimination theorem has re-
cently been proved in [Demri and Goré, 1999], where it is shown that con-
dition C8 may be relaxed. A proof II ending in a principal application of
cut may also be replaced by a proof II' of the same sequent if the degree
of any application of cut in II’ is the same as the degree of the cut-formula
in IT, and in II’, every inference except possibly one falls under a structural
rule with a single premise. Moreover, in [Demri and Goré, 1999] a display
sequent calculus for the minimal nominal tense logic is defined, and it is
shown that every extension of this calculus by structural rules satisfying
conditions C1 — C7 enjoys strong cut-elimination.

3.4 Kracht’s algorithm

The class of all properly displayable normal propositional tense logics has
been characterized by Kracht [1996]. The idea is to obtain a canonical way

of capturing axiomatic extensions of Kt by purely structural inference rules
over DKt.

DEFINITION 28. Let Kt + « be an extension of Kt by a tense logical
axiom schema «, and let DKt + o' be an extension of DKt by a set o
of purely structural inference rules. Kt + « is said to be properly displayed
by DKt + o if (i) DKt + o is a proper display calculus and (ii) every
derived rule of Kt + « is the 7-translation of a sequent rule derivable in
DKt + o'.

Now, every axiom schema is equivalent to a schema of the form A D B,
where A and B are implication-free. The schema A D B has the same
deductive strength as the rule

B—XFA—X.

Moreover, if A and B are only built up from propositional variables, ¢, A,
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V, (F'), and (P), then by classical logic and distribution of (F') and (P) over
disjunction, we have

A= \/ingi and B = anDj7
where every C; and Dj is only built up from ¢, A, (F), and (P). Therefore
A D B may as well be replaced by the rule schemata

Dy—-Y ... D,—Y

These rule schemata can now be translated into purely structural display se-
quent rules, using the following translation 7 from formulas of the fragment
under consideration into structures:

np) = p nt) =1
n((F)A) = *exn(A) n((P)A) = en(A)
n(AANB) = n(A)An(B)

The resulting structural rules

n(Dy)—Y ... n(D,) =Y
n(Ci) =Y

may still violate condition C3. In order to avoid this obstruction of proper
display, it must be required that in the inducing schema A D B, the
schematic formula A contains each formula variable only once. A tense
logical formula schema is then said to be primitive if it has the form A D B,
A contains each formula variable only once, and A, B are built up from ¢,
A, V, (F), and (P).
LEMMA 29. Every extension of Kt by primitive axiom schemata can be
properly displayed.

Next, if DKt + o' properly displays Kt + «a, by condition (ii) of Defi-
nition 28, the structural rules in o’ may all have the form

Xi—=Y ... X, —>Y
Z =Y.

This rule has the same deductive strength as the axiom schema

n1(2) >\ n(X),

which is a primitive formula schema.

THEOREM 30. (Kracht) An aziomatic extension of Kt can be properly
displayed in precisely the case that it is axiomatizable by a set of primitive
axiom schemata.
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The question whether an axiomatically presented normal temporal logic
A is properly displayable thus reduces to the question whether A can be
axiomatized by primitive axioms over Kt. The implicit use of tense logic
in the structural language of sequents may help to find simple structural
sequent rules expressing less simple modal axiom schemata. The following
example is taken from [Kracht, 1996]. The .3 axiom schema O(OA D OB)V
O(OB D OA) has the primitive modal equivalent

(CANOB) D ((C(ANOB)VO(BACA)) VO(AAB)),

which in tense logic is equivalent to the simpler primitive schema
(PYEF)AD ((F)AV A)V (P)A).

Application of Kracht’s algorithm results in the following structural rule:
X—=Y X =Y xexX —-YlexexX Y.

Kracht also proves a semantic characterization of the properly displayable
tense logics. Let F be a class of Kripke frames (W, R,R~1) for temporal
logics, where R™! is the inverse of R (i.e., R = {(z,vy) | (y,z) € R}). A
first-order sentence (open formula) over two binary relation symbols R and
R~ is said to be primitive if it has the form (V)(3) A, where every quantifier
is restricted with respect to R or R™!, and A is built up from A, V, and
atomic formulas x = y, Ry, xR~ 'y, where at least one of z, y is not in the
scope of an existential quantifier.

THEOREM 31. (Kracht) A class F of Kripke frames for temporal logics is
describable by a set of primitive first-order sentences iff the tense logic of F
can be properly displayed.

The characteristic axiom schemata of quite a few fundamental systems of
modal and tense logic are equivalent to primitive schemata, and therefore
these systems can be presented as proper display calculi, cf. Table 3.7 A
set of structural sequent rules o’ is said to correspond to a property of an
accessibility relation R (with a modal or tense logical axiom schema «) iff
under the 7-translation the rules in o’ are admissible just in the event that

7Goré recently observed that Theorem 20 in [Kracht, 1996] is incorrect. This theorem
states that an axiomatic extension of K can be properly displayed iff it is axiomatizable by
a set of primitive modal axiom schemata. There are, however, first-order frame properties
that correspond to a primitive tense logical schema but fail to correspond to a primitive
modal axiom schema. An example of such a frame property is weak directedness:

VsVtVu(sRt A sRu O Jv(tRv A uRv)).

Weak directedness corresponds to the .2 schema ¢OA D OCA (alias (F)[F|A D [F](F)A).
Although .2 has no primitive modal equivalent, it has a primitive tense logical equivalent,
namely (P)(F)A D (F)(P)A. The latter schema induces a structural rule that may be
added to display calculi for (extensions of) K. Therefore, K.2 is properly displayable,
although .2 is not primitive.
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R enjoys the property (the rules in o have the same deductive strength
as ). Every axiom schema « in Table 3 corresponds to a purely structural
sequent rule o’ which can directly be determined from «, see Table 4.

| schema primitive equivalent |
D FIAD (F)A t D (F)t
T FIAD A AD(F)A
4 [F1A D [F][F]A (FY(F)A D (F)A
5 (FYA D [FI{F)A (PY(F)AD (F)A
B__AS[F(F)A (AN (F)B) > (FY(BA (F)A)
Alt1 (FYAD [F]A (FYAN(F)B) D (F)(ANB)
T¢ ADI[F]A (F)AD A
r__[FIFIA D [FIA (F)A> (F){F)A
2 (F)[FIAS [FI(F)A (P)(F)A > (F)(P)A
3 [FI(FIA D [F]B)V [FI(EFIB 5 [F1A) (P)(F)A > ((FYAV A) V (P)A)
linf _(F)AS [FI(F)AVA)V(P)A) __ (PYF)A S ((FYAV A) vV (P)A)
linp _(P)A S [PI(PYAVA)V(F)A) ___(F)(P)A > ((PYAV A) V (F)A)
\% FlA (P)tD A
D, [PJAD(P)A t D (P)t
T, [P]JADA AD(P)A
4, P]A D [P][P|A (PY{(P)A D (P)A
5p (P)A D [P]{(P)A (F)(P)A D (P)A
B, ADI[P|(P)A (AN (P)B) D (P)(BA(P)A)
Alt1, (PYAD [P]A ((PYAN(P)B) D (P)(ANB)
T, AD|[P]A (PYAD A
4, [P][P]A D [P]A (PYA D (P){(P)A
V, [P]A (FytD A

Table 3. Axioms and primitive axioms.

Let I' (©) be the set of all (all purely modal) axiom schemata from Table
3 rCcr,oco, IV={d|ael}and ® = {d | a € O}.

THEOREM 32. In DKtUI", F X — Y iff - 71(X) D m(Y) in KtUT. In
DKUO', F X =Y iff - n(X) D (YY) in KUO.

Proof. This follows from axiomatizability by primitive schemata. ]
THEOREM 33. Strong cut-elimination holds for DKt Ul and DK U®©’.
Proof. The rules in IV and ©’ satisfy conditions C2 — C7. |

COROLLARY 34. DKt Ul is a conservative extension of DK UI".

Kracht’s algorithm can be dualized. Every schema A D B is interreplace-
able with the rule

X—-AFX — B.
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D’ xex]l =Y FI—=Y

T rexX - YFX—Y

4 roxX Y FHrxoeexX =Y

5/ xexX - YlexexX =Y

B’ xex(XoxexY) > ZFYoxexX — Z

Altl’ xex(XoY)—>ZFxexXoxexY — 7
T X—>YhFxexX —»Y
4¢ xeexX > YhFHxexX —Y

2! xexeX - YIHexexX =Y
.3 X—>Y eX—=Y xexX —>YhexexX—>Y
linf’ =.3

linp X—=Y eX—-Y xexX >Yhr*xexeX Y
\% X —=YFel—Y
D, ol -YHI—-Y

D
T, X —-YFHX =Y
4p’ o X - YhHeeX Y

5, o X - YhF+xexeX =Y

B,/ o(XoeY)—>ZFEYoeX —Z
Alt1, o(XoY)—ZFeXoeY — Z
TpC’ X —=YFHeX —>Y

4¢! ee X - YhHeX =Y

V' X—=YF*xexI =Y

Table 4. Structural rules corresponding to axiom schemata.

If A and B are only built up from propositional variables, f, A, V, [F], and
[P], then by classical logic and distribution of [F] and [P] over conjunction,
we have

A= /\igmci and B = D;,

Jj<n
where every C; and D is only built up from f, Vv, [F], and [P]. Therefore
A D B may be replaced by the rule schemata
X—-0C ... X—-0Cp
X — Dj.

These schemata are translatable into purely structural sequent rules using
the following translation 7’ from formulas of the fragment under considera-
tion into structures:

n'() = p () =1
0 ([F]A) = en'(A) n'([P1A) = xexn'(A)
n"(AvB) = n'(A) vy (B)
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The resulting structural rules

X —=7(C1) ... X—>1'(Cn)
X — (D)

again may still violate condition C3. In order to avoid the obstruction of
proper display, it must be required that in the inducing schema A D B,
the schematic formula B contains each formula variable only once. A tense
logical formula schema is then said to be dually primitive if it has the form
A D B, B contains each formula variable only once, and A, B are built up
from f, A, Vv, [F], and [P].

THEOREM 35. An axiomatic extension of Kt can be properly displayed iff
it is axiomatizable by a set of dually primitive axiom schemata.

For instance, rule T” is equivalent to X — oY = X — Y and 4’ with
X — oY X — eeY. Moreover, D' is equivalent to eX o ¢Y — «I
X —+Y, Altl’ with X - Y F X — xexeY, and V' with - eI — X, see
[Wansing, 1994].

The properly displayable modal and tense logics satisfy Dosen’s Principle.
They are all based on the same set of left and right introduction rules, so
that the logical operations indeed have the same proof-theoretic, operational
meaning in each of these systems. Kracht’s characterization results show
that many interesting and important intensional logics admit a cut-free dis-
play sequent calculus presentation. In Sections 3.8 and 4 other applications
of the display calculus are pointed out. Display sequent systems for various
non-normal modal logics may be found in [Belnap, 1982].

3.5 Formulas-as-types for temporal logics

It is well-known that every derivation in Gentzen’s natural deduction calcu-
lus for intuitionistic implicational logic can be encoded by a typed A-term,
and vice versa [Howard, 1980]. In particular, every natural deduction proof
can be encoded by a closed term, and every closed term encodes a proof. It
is also well-known that every pair of non-convertible typed A-terms defines
different functionals of finite type [Friedman, 1975]. Every type A is asso-
ciated with an infinite set D4, every term variable z# of type A denotes
an element from D4, and every term MA>B) of type A > B denotes an
element from the set (DB)P * of all functions from D4 to DB. Together
with the encoding, this interpretation results in a set-theoretic semantics of
proofs in intuitionistic implicational logic. In this section, we shall develop
a set-theoretic interpretation of sequent proofs in the {¢t,[F],(P),>, A}~
fragment of the smallest normal temporal intuitionistic (or, for that pur-
pose, minimal) logic IntKt. The interpretation is based on the observation
that the modalities (P) and [F] form a residuated pair with respect to
derivability. The encoding of proofs by typed terms should be such that
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proof-simplification (or normalization) corresponds with a suitable reduc-
tion relation on terms, and therefore the set-theoretic semantics of terms
has to validate the equalities underlying the reduction rules. The principal
cut-elimination steps for (P) and [F] reveal that two pairs of term forming
operations 01 and o2 are needed such that o1(02(M)) = M. We shall use
the following identities:

UPa=a and (Sa=a,

where P is the familiar powerset operation and Sa =qef {b | @ C b}). Since
in general Sa is a proper class, we shall restrict the denotations of terms to
the universe V,,,. This is enough to accommodate the sets used as domains
of the intended models in Section 3.7.

We shall first define a display sequent system DIntKt for the fragment of
IntKt under consideration, and then present an extension \; of the typed
A-calculus. The set of types in \; is the set of all formulas in the language
L = {t,[F],(P),>,A} based on a denumerable set Atom of propositional
variables. In Section 3.6 it is proved that term reduction is a homomor-
phic image of proof-simplification. Next, an encoding of terms by proofs
is presented. A set-theoretic semantics of proofs in DIntKt is obtained in
Section 3.7 by showing that every pair of non-convertible A\;-terms defines
different sets in the set-theoretic universe under consideration. In particu-
lar, every term MUF14 denotes an element from {Pa | a € DA}, and every
term M ("4 denotes an element from {Sa | a € DA}. Also the formulas-as-
types notion of construction for various extensions of DIntKt is dealt with
and remarks on some related work about formulas-as-types for modal logics
are made.

First, we shall define the sequent system DIntKt. We assume the fol-
lowing language of structures:

Xu=A|I|eX | X xY.

A sequent now is an expression X — Y, provided Y # I. The declarative
meaning of the structure connectives can be made explicit by a translation
7 from the set of sequents into the set of L-formulas:

(X =Y):=1(X) > n(Y),

where 7; (i = 1,2) is defined as follows:

Tz(A) = A ’7'1(:[) = t
T1(X><1Y) = T1(X)/\T1<Y) Tg(XX]Y) = Tl(X)DTQ(Y)
m1(eX) = (P)m(X) (e X) = [F]m(X)

Given this understanding of the structure connectives, the basic structural
rules (4) and (5) from Section 3.1 are assumed. Clearly, the Display Theo-
rem holds for this structural language and calculus.
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DEFINITION 36. The display sequent calculus DIntKt is given by the
logical rules (id) and (cut), the basic structural rules (4) and (5), the intro-
duction rules for ¢, &>, (P), [F], and the rules (— A)" and (A —)’, together
with the following structural rules:

(empty structure) X - Y FIXX =Y, X ->YFXxI->Y

InX >YFX =Y, XxIoYFX—Y

(associativity) (X3 X Xo) X X3 =Y -4 X3 x (Xo x X3) =Y

(permutation) X xY - ZFY xX —Z

(contraction) X xX Y FX Y
) X oYFXxX oY

) X—=ZFXxY—>Z X—->ZbYxX-—>Z

)

I - XFel— X.

(expansion
(monotonicity

(necessitation

To show that DIntKt is a display calculus for IntKt, we define an ax-
iomatic calculus HIntKt.

DEFINITION 37. The system HIntKt consists of the axiom schemata
and rules of the {¢, A, >}—fragment of positive intuitionistic logic, together
with

1. ([FJAA[F]B) > [F](AA B)
2. [Flt

3. A [F](P)A

4

.FA>B
F[F]A®> [F]B

5 FA> B
F(P)A> (P\B

The relational semantics to be presented is a straightforward adaptation of
the semantics developed by Bogi¢ and Dogen [1984]. A comprehensive survey
of intuitionistic modal logics and their algebraic and relational semantics is
[Wolter and Zakharyaschev, 1999]. A temporal frame is defined as a struc-
ture (W, Ry, Rr), where W is a non-empty set (of states), R; and Ry are
binary relations on W, R; is both reflexive and transitive, and, moreover,
(i) RtRr C RrRy (ie. the composition of Ry and Ry is a subset of the com-
position of Ry and Rr) and (ii) R} 'R;' € R.'R; . If F = (W, Ry, Rr) is
a temporal frame, the temporal model based on F is the structure (F,v),
where v is a function from Atom x W into {0, 1} satisfying:

(Heredity)  (v(p,u) =1 and wRst) implies v(p,t) = 1.
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Let M = (W, Ry, Rr,v) be a temporal model. Verification of a formula A
at a state u € W (M, u = A) is inductively defined as follows:

MulEp it v(p,u)=1

MuEt

MuEAANB it MulE Aand M,uE B

Mu=A> B iff (Vt € W)uR;t implies [M,t = A or M,t = B]
M,ul=[FJA iff (Vt € W)uRypt implies M, ¢t = A
MuE(P)A iff (JteW)tRruand M,t = A

For every formula A, if A is verified at state u and uR;t, then A is also ver-
ified at t. Condition (i) ensures this general heredity property for formulas
[F]A, and condition (ii) ensures it for formulas (P)A. A formula A is true
in a model (W, Ry, Ry,v) if A is verified at every u € W, and A is said to
be true on a frame F, if A is valid in every model based on F. If K is a
class of models (frames), A is said to be valid in K iff A is valid in every
model (valid on every frame) in K.

THEOREM 38. HIntKt is sound and complete with respect to the class of
all temporal frames, i.e. for every L—formula A, A is provable in HIntKt
iff A is valid in the class of all temporal frames.

Proof. Soundness is shown by induction on proofs in HIntK¢t; for com-
pleteness see Appendix B. [ |

LEMMA 39. (1) If+ A in HIntKt, then - I — A in DIntKt, and (2)
If- X -Y in DIntKt, thent7(X - Y) in HIntKt.

Proof. (1) By induction on proofs in HIntKt. We shall consider only two
example cases:

A— A B— B
[F]A — oA [F]B — B
[F]A % [F]B — oA [F]A x [F]B — B
A—4A o([FIAx[FIB) = A o(FIAx [FIB) — B
A.i_[)FﬁflifA o([F]A x [FB) x o([F]4 x [F]B) — AN B

AT HPA o([FIAX[FIB) > ANDB
eIl ([F]4 % [FB) — [F](A A B)
T~ Ao [F(P4 ((FIAA[FIB) = [FI(AAB)

(FIAANFIB) xI = [F](AA D)

I ((FJAA[F]B) x [F](AAB)

I— ([FJAAF|B) > [F(ANAB)

(2) By induction on proofs in DIntKt. |
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COROLLARY 40. In HIntKt, - A iff 1 — A in DIntKt.
By induction on the complexity of X, one can prove the following

LEMMA 41. In every extension of DIntKt by structural rules, it holds
that = X — 1(X) and F 7o(X) — X.

THEOREM 42. In DIntKt, - X —Y iff - 7(X —Y) in HIntKt.
Proof. Analogous to the proof of Theorem 20. [ |

Since DIntKt is a proper display calculus, we have the following
THEOREM 43. DIntKt enjoys strong cut-elimination.

Take any terminating cut-elimination algorithm elim. for DIntKt. We
may also define a binary relation ~»4 on the set of proofs in DIntKt by the
following stipulations:

A— A B — B
AxB—ANANB ~s AANB—ANANB
ANB — AANB

A— A B— B
Ar>B— AxB ~s AD>B—AD> B
A>B— A> B

If TT ~, IT', we say that in I’ a redundant part of IT has been removed. Let
elim, denote the terminating algorithm that removes redundant parts of a
proof in top-down left to right order, so that a redundant part is removed
only if it has no redundant part above it. Obviously, in any extension of
DIntKt, every proof of a sequent s can be converted into a proof of s con-
taining no redundant part. Let elim denote elim..elim,, i.e. the composition
of elim,. and elim.. The algorithm elim is the process of proof simplification
to be considered. We assume that elim(II) = II if I contains no application
of (cut) and no redundant part.

3.6 The typed \-calculus A\

The set T of type symbols (or just types) is the set of all L-formulas. The
set V' of term variables is defined as {v{! | 0 <i € w, A € T}.

DEFINITION 44. The set Term of typed terms is defined as the smallest
set A such that

1. VCA;
2. if M4, NB € A, then (M4, NBYAAB) ¢ A;
3. MWANB) € A, then (MANB)) (MANENE € A;
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4. if 24 € V and MP € A, then (A\zAMPB)A>B) ¢ A;
5. if MAPB) NA € A then (MAPB) NA)E ¢ A;

6. if M4 € A, then (PM)FIA (SM)PIA ¢ A,

7. if MIFIA € A then (UMIFINA € A,

8. if M{P)A € A, then (NM(P)N)A € A,

A term M# is said to be a term of type A; obviously, every term has a
unique type. If confusion is unlikely to arise, we shall often write M instead
of M4 and omit parentheses not needed for disambiguation. The set fu(M)
of free variables of M, the set of subterms of M, and M[z# := N4], the
result of substituting term N of type A for every occurrence of z# in M
are inductively defined in the obvious way. If a variable x in M is not an
element of fu(M), x is said to be a bound variable of M. The set of bound
variables of M is denoted as bu(M). We shall also write M (z{*,..., z4")

rn

to express that z1, ..., z, € fu(M). IfM(:vfl,... rAn)and Ny,..., N, are

rYn

terms of types Ay,..., A, then M(Nq,..., N,) is the result of substituting
in M the variables z; by IV;. We shall use ‘=’ to denote syntactic identity
between term.

DEFINITION 45. The typed A-calculus A; consists of the following rules
and axiom schemata:

L AatM = My Mz = y)), if y & (fo(M) U bu(M));
2. Ae(M,z) = M, if & & fo(M):

3. (\eM)N = M[z := NJ, if bu(M) U fo(N) = 0;

4. ((Mo, My))i = M;;

5. ((M)o, (M)1) = M;

6. UPM = M,
7. NSM = M,
8. MA = M4,

99 M=NFN=M;M=N, N=GF M =G;

10 M=NF(G,M)=(G,N); M=NF (M,G) = (N,QG);
11. M =N F XxM = AxN;

12 M=NFPM=PN; M =NHFUM=UN.
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DEFINITION 46. The binary relations on Term, —,. (one-step reduction),
—, (reduction), and =, (equality) are defined as follows:

1. e dx(Mz) —,. M, if x & fu(M);
e (A\xM)N —, M|z := N], if bv(M) U fu(N) = 0;
o (M, N))o = M; (M, N)); — N
o ((M)o, (M)1) —r M;
o UPM —, M; N\SM —, M;
o if MAPB — NAPB then (M,G4) —, (N,G);
o if MANE — NANB then (M); —, (N);;
o if M4 —, N4 then \xM —, \zN, (GA*BM) —, (GN),

(M,G) — (N,G), (G,M) —, (G,N), PM —, PN,
SM —,. SN, "M —,. NN, UM —, UN.

2. —»,. is the reflexive transitive closure of —,;

3. =, is the equivalence relation generated by —»,.

DEFINITION 47. Ai-terms Az(Mzx) (where x & fu(M)), (AxM)N (where
bo(M) U fo(N) = 0), (M, N)o, (M, N)1, {(M)o, (M)s), UPM, and nSM
are called redexes. A term M is a normal form (nf) if it has no redex as a
subterm, and M has a nf if there is a nf N such that M =, N. M is said
to be strongly normalizable with respect to —, (sn(M)) if every sequence
of reduction steps starting at M is finite.

THEOREM 48. Every M € Term is strongly normalizable with respect to

—> .

Proof. See Appendix C. |

Let norm(M) refer to the iterated contraction of the leftmost redex in M.
Since by the previous theorem, every reduction starting at M is finite, norm
is a terminating normalization algorithm with respect to —»,.

We shall now encode proofs by giving recipes for building up constructions
of sequents. Every formula occurring in an antecedent part of a sequent s
is said to be an antecedent formula component of s.

DEFINITION 49. A construction of a sequent s is a term M# such that an
occurrence of A is the succedent part of s, and every type of a free variable
of M is an antecedent formula component of s.

This notion of construction is a straightforward adaptation of the notion of
construction for ordinary natural deduction and sequent calculi. The set of
types of the free variables occurring in the term encoding a derivation II is a
subset of the set of assumptions on which IT depends. Therefore applications
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of structural inference rules are not reflected by term modifications, and
variations of structural rules are captured by imposing conditions on variable
binding and occurrences of free variables in the encoding terms (see, for
instance, [van Benthem, 1986, Chapter 7], [van Benthem, 1991], [Helman,
1977], [Wansing, 1992]).

OBSERVATION 50. Given a proof in DIntKt of a sequent s, one can find
a construction M of s.

Proof. We define a function f from the set IIDIntKt of proofs in DIntKt
to Term such that f(IT) is a construction of the conclusion sequent of II.
The pairs of sequent rules and terms or term construction rules in Table 5
amount to an inductive definition of f. The variables newly introduced into
the conclusion of a term construction rule are the numerically first variables
of the types indicated not occurring in the premise term. |

Clearly, norm is a function on Term. Let IITDIntKt denote the set of
all proofs in DIntKt containing an application of (cut) or a redundant
part, and let II"DIntKt denote the set of all cut-free proofs in DIntKt
containing no redundant part. Let +Term denote the set of all terms that
are not normal forms, and let —Term denote the set of all terms that are
normal forms.

THEOREM 51. Let A = (IIDIntKt, elim) and B = (Term,norm). The
function f defined in the proof of Observation 50 is a homomorphism from

A to B.
Proof. See Appendix D. |

Under the encoding of proofs by terms, surjective pairing ({((M)o, (M)1)
—, M) and n-reduction (Az(Mz) —, M, if © & fo(M)) correspond with
replacing proofs

A— A B— B A— A B— B
AxB—AANB and Ap>B— AxDB
ANB —- ANB Ar>B— Ap> B

by the axiomatic sequents AAB — AAB and A > B — A > B, respectively.
Note that there are no analogues of surjective pairing and n-reduction that
correspond with a replacement of proofs of [F]A — [F]A and (P)A — (P)A
from A — A by the axiomatic sequents [F]A — [F]A and (P)A — (P)A.
Moreover, since in the encoding applications of structural rules are not
reflected by term formation steps, it is in general not the case that if M =
f(II), II can be uniquely reconstructed from M.
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Logical rules

A— A vt
XA AoY M4 N(z4)
X—-Y N[z := M|
Structural rules
S M
s M
Intuitionistic connective rules
I—t¢ vf
I—- X M
t— X M
XA Y—B MA NB
XxY—-AAB (M, N)

AxB—X M (24, yP)

ANB —- X M ((247B)g, (247B);)

X —-AxB M(:cA)

X —-A>B AxAM
X—-A B-oY MA N(zB)
A>B—XxY N[;{;: (y(ADB)7M)]

Modal connective rules
X — A M
X — [F]A PM
A— X M(.%‘A)
[F]A — o X M(Uy[F]A)
X — A M
X — (P)A SM
A— oX M (z?)
(PYA — X M(ﬁy<P>A)

Table 5. Sequent rules and term construction rules.

49
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3.7 A denotational semantics of proofs

We shall now define models for ;. The completeness proof to be given
straightforwardly extends H. Friedman’s [1975] completeness proof for typed
A—calculus. The plan of the proof is as follows: first it is shown that A\,
is sound and complete with respect to the class of all models. This is
achieved by defining a canonical model that itself characterizes A\;. Then a
notion of intended model is defined. In such models the typed terms have
their intended set-theoretic interpretation. In order to characterize provable
equality of terms in A; by validity in all intended models, it is shown that
for every intended model M, there exists a ‘partial homomorphism’ from
M onto the canonical model. Since such partial homomorphisms turn out
to preserve validity, A; is sound and complete with respect to the class of
all intended models.

DEFINITION 52. A structure F = ({D*},{AP4 5}, {PROY 5},

{PRO,147B}7 {PAIR4 B}, {Pa}, {Sa}, {Pla}, {Sla} ) is called a type struc-
ture frame (or just a frame) iff for all types A, B:

1. D# (the domain of type A) is a non-empty set;

2. AP4 g : DUAPB) x DA — DB
PROY j : DWANE) —, DA,
PRO}LLB : DANB) __, DB,
PAIR4 5 : DA x DB — DANB),
P4 : DA — DIFlA,

Sa: DA — DPIA,
Pl4: DIIA — DA
Sla: DPIA _, DA,

3. (extensionality) if a,b € D™B) and (Ve € D) we have (AP 4 g(a,c)
= AP4 p(b,c)), then a = b;

4. (pro) for all a € DA, b € D5:
PROY 5(PAIR4,5(a,b)) = a, PRO} p(PAIRA 5(a,b)) = b;

5. (pair) for all a € DANB: PAIRA7B(PRO?473(a), Pro}47B(a)) =aq;

6. (future) for all a € DA: P| (Pa) = a;

7. (past) for all a € DA: S| (Sa) = a.

An assignment in a frame ({D?}, {APap}, {PRO&B}, {PRO}47B},
{PAIRA,B}, {Pa}, {Sa}, {Pla}, {Sla} ) is a function f defined on the set
V of term variables such that f(z4) € DA. The set of all assignments in a
given frame is denoted by Asg. If y € V, then f¥ is defined by f¥(z) = f(x),
ifx #vy, f{(y) = a
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DEFINITION 53, Suppose that F = ({D*}, {AP4z}, {PROY 5},

{PRO}47B}, {PAIR4.B}, {Pa}, {Sa}, {Pla}, {Sla} ) is a frame. Then
(F,val) is said to be a type structure model (or just a model) based on F
iff val is the valuation function from Term x Asg to UAeTDA such that:

1. wal(z, ) = f(x);

2. AP 4 p(val((AzM), f),a) = val(M, f7), Ya € D*;

3. val(MA>B) NB), f) = AP 4 p(val(M, f), val(N, f));
4. val((M*,NB), f) = PAIR4 p(val(M, f), val(N, f));
5. val((MANB); f) = PROY g(val(M, f)), i =0, 1;

6. val(PMA)FIA £) = P 4(val(M, f));

7. val((SMA) A, f) = S 4(val(M, f));

8. val((UMFINA, f) = PLa (val(M, f));

9. val(NMPINA| F) =S| 4 (val(M, f)).

Let M = (F, val) be a model.
LEMMA 54. (1) val(M [z := N], f) = val(M, fyn. 5)), if bo(M)Nfo(N) =
0. (2) val(M[z := y], fi) = val(M, f3), if y & bu(M) U fo(M).

Proof. (1) By induction on M, for fixed N; (2) by (1). [ |

The equality M = N is said to hold in M under assignment f (M, f E M =
N) iff val(M, f) = val(N, f). M = N is called valid in M (M = M = N)
it M, fl=M =N, forall f e Asg. M = N is said to be valid in a class K
of models, if M = M = N, for each M € K.

OBSERVATION 55. (Soundness) If M = N is provable in \;, then M = N
is valid in the class of all models.

Proof. By induction on proofs in \;. We must show that every axiom is
valid in every model, and that the rules of inference preserve validity. We
shall consider two cases not already dealt with in [Friedman, 1975)].
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((M)o, (M)y) = M:
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v
>
Py

o

;U

O

—
7

’e\

=8

ol

<

=3

= =
~

PRO! (PAIR(val(M f
= PAIR(val(M, f), val(N

NSM = M:
val(NSM, f)
= S| (val(SM, f)
— S| (S(ual(M, f)
= wal(M, f) [ |

Next, we define the frame Fy on which the canonical model is based. Let
| M| ={N |Fx, M =N};| M| is the equivalence class of M with respect
to provable equality in A;.

DEFINITION 56. 7y = ({D4}, {AP4 gz}, {PRO% 3}, {PRO}p}
{PAIR4, B}, {Pa}, {Sa}, {Pla}, {Sla} ) is defined as follows:

e DA={| M || M is of type A};

o AP p(| MAZE || N4 |) =] (M,N)|;
o PROY 5(| MANP|) = | (M)o ;

o PRO} (| MAE |) = | (M), |;

o PAIRy (| MA || NP |) =] (M,N)|;
o Pa(lMA|)=|PM |;

o Su(| MA])=|SM |;

o Pla(|MA])=|UM |;

o Sla(|MA)=[nM]|.

LEMMA 57. Fy is a frame.

Proof. Clearly, D4 is a non-empty set, and AP, g, PRO%ﬁB, PROZ,B:
PAIRA B, P4, Sa, Pla, and S| 4 are functions with appropriate domain and
range, for all types A and B. For (extensionality) see [Friedman, 1975]. For
(pro), (pair), (future), and (past), use the obvious equalities. [ |

A function g : V. — Term is called a substitution, if g(x) and x are of the
same type. A substitution is called regular, if for pairwise distinct variables
x,y, fo(g(x)) N fu(g(y)) = 0. Let M(g) denote the result of simultaneously
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replacing in M every free occurrence of each variable x by g(x). It can
easily be shown that if M € Term and T is a finite set of variables, then
there is an N such that by, M = N, fo(M) = fu(N), and bo(N)NT = §.

DEFINITION 58. Suppose f is an assignment in Fy and g is a regular
substitution such that f(xz) = | g(z) |, for every x € V. For a given term
M, choose a term N such that Fy, M = N and for every z € fu(N),
bu(N) N fv(g(x)) = 0. Then val(M, f) is defined by val(M, f) = | N(g) |

It can be shown that val : Term x Asg — |J,D4, and -y, M = N
implies val(M, f) = val(N, f), cf. [Friedman, 1975].

LEMMA 59. My = (Fo, val) is a type structure model.

Proof. We consider those conditions not already assumed in Friedman’s
paper. Let g be a regular substitution and f(z) = | g(x) |, for f € Asg.
Choose My, Ny such that -y, M = My, Fy, N = Ny, and bv(My)Nfu(g(x))
= bv(N1) N fo(g(x)) = 0, for every = € fu(M;) U fo(Ny).

4: val((M, N), f) = | (My, N1)(g) | =
PAIR(] My(g) |, N1(9) |) = PAIR(val(M, f), val(N, f)).
5: val((M)s, f) = | (M1)i(g) | = PRO'(| Mi(g) |) = PRO' (val(M, f)).
6 : val(PMA)FIA, ) = | PMi(g) | = Pa(] Mi(g) ) = Pa(val(M, f)).
8 1 val(UMFINA, ) = | UMi(g) | = Pla (| Mi(g) ) = Pla (val(M, f)).
7 and 9 : analogous to the previous two cases. |

THEOREM 60. (Completeness) If M = N is valid in the class of all mod-
els, then =y, M = N.

Proof. Suppose I/, M = N. Choose My, N; such that -\, M = Ny,
Fae N = Ny, and bu(M;) N fo(My) = bu(Ny)Nfo(Ny) = 0. Then val(M, f)
=|Mi|#|Ni|=wa(N,[), for f(x) =|id(x) |, for all z € V, where id is
the identity function on V. Thus, Mg £ M = N. [ |

We now define the intended models. Following the terminology of Friedman,
we shall call the frames underlying an intended model ‘full temporal type
structures over infinite sets’.

DEFINITION 61. A type structure frame F = ({D4}, {APa g},

{PROY, 5}, {PRO} 3}, {PAIR 4 5}, {Pa}, {Sa}, {Pla}, {Sla}) is said
to be a full temporal type structure over infinite sets, if

e Dt is infinite, and for every p € Atom, DP is infinite;
° DA/\B — DA X DB.

e DAPB (DB)DA;
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D14 = {Pa | a € DA}; D4 ={Sa|ac DAY},
AP 4 p(a,b) = a(b);

PRO), 5((a,b)) = a; PRO, p((a,b)) = b;

e PAIR A 5(a,b) = (a,b);

e Py(a) =Pa; Sa(a)=Saq;

e Pls(a)=Ua; Sl (a)=nNa.

DEFINITION 62. Let F = ( {DA}, {AP4 3}, {PRO% 5}, {PRO} 5},
{PAIR4 5}, {Pa}, {Sa}, {P la}, {Sla} ), F* = {D**}, {AP% 5},

{PRO 5}, {PRO% s}, {PAIRY 5}, {P4}, {Sa}, {PLa}, {SI4} ) be frames,
and let M = (F, val) and M* = (F*, val™) be models. A family of functions
{fa} is called a partial homomorphism from M onto M* iff

1. for each type A, fa is a partial function from D4 onto D*4;

2. if fapp(a) exists, then fp(AP4 p(a,b)) = AP} p(fass(a), fa(b)),
for all b in the domain of f4,

3. if fa(a), fB(D) exist,
then fanp(PAIRA B(a,b)) = PAIRY p(fa(a), fB(D));

4. if fanp(a) exists, then fA(PRO%,B(a)) = PROﬁEB(fA,\B(a));

5. if fanp(a) exists, then f5(PROY z(a)) = PROY 5(fann(a));

6. if fa(a) exists, then
fira(Pa(a)) = Pi(fa(a)); fipya(Sala)) =Si(fala));

7. if fippa(a), fipya(b) exist, then
fa(Pla (a)) = P13 (fira(a)); fa(Sla (b)) =SI% (fipya(D)).

LEMMA 63. Let M, M* be as in the previous definition, and let {fa}
be a partial homomorphism from M onto M*. If g, g% are assignments
in F and F* respectively, and fa(g(z?)) = g*(z), then fa(val(M#,g)) =
val* (M, g*).

Proof. By induction on M. We consider the cases not already dealt with
n [Friedman, 1975]. Note that we may assume f4(g(z?)) = g*(z), since
fa is onto.

o M =(N*GP): fanp(val((N,G),g))
= fans(PAIR(val(N, g), val(G, g)))
= PAIR} 5(fa(val(N, g)), f5(v al(G,g)))
= PAIR’y z(val*(N,g*),val*(G,g*)) by the induction hypothesis
= val*({N, G), g%).
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o M= (NA"B);: f(val((N)i,g)) = f(PRO'(val(N,g)))
= PRO™(fanp(val(N, g)))
= PRO™*(val* (N, g*)) by the induction hypothesis

= val*((N);, g*).

o M =PNA: firja(val(PN, g)) = firja(Pa(val(N,g)))
= P4 (fa(val(N,g))) = P4 (val™(N,g*)) = val* (PN, g*).

o M =UNW: f4(val(UN, g)) = fa(Pla (val(N,g)))
=Pl (fira(val(N, g))) =P} (val®(N,g*)) = val"(UN, g%).

e M = SN,NN: analogous to the previous two cases. ]

COROLLARY 64. Let M = (F,val), M* = (F*,val™) be models. If there
is a partial homomorphism from M onto M*, then M = M = N implies
M*EM=N.

Proof. Suppose M = MB = NB {fa} is a partial homomorphism from
M onto M*, and g* is an assignment in M*. We choose an assignment ¢ in
M such that for every A € T, g*(z) = fa(g(z*)). By the previous lemma,
val*(M, g*) = fp(val(M,g) = fp(val(N,g) = val*(N, g*) [ |

THEOREM 65. Let M be a model based on a full temporal type structure
over infinite sets. Thenty, M =N iff M= M = N.

Proof. It suffices to show that M = M = N implies Mo = M = N. To
prove this, we define by induction on A a partial homomorphism {f4} from
M onto M as follows:

e A=p, A=t,pec Atom:
fa is any function from D4 onto My’s domain D*.
(Such a function exists, since D is infinite and D is denumerable.)

e A=(BAC):
If f5(b), fo(c) exist, then feac((b,c)) = ferc(PAIR(D,¢)) is defined
as PAIR o (f5(b), fo(c)).

o A= (B > C):
fBsc(a) is defined as the unique member of D(B>C) (if it exists) such
that fc(a(b)) = APg.c(fexc(a), fB(b)), for all b in the domain of fp.

o A=[F]A:
firia(a) = fira(Pa(b)) for some b € D4 is defined as Pa(fa(b)) if
fa(b) exists.

e A= (P)A:

fipya(a) = fipya(Sa(b)) for some b € D4 is defined as Sa(fa(b)) if
fa(b) exists.



56 HEINRICH WANSING

That {fa} is a partial homomorphism follows from the definition of {f4}
and the following equations:

fa(PROY 5({(a,b))) fB(PROY 5((a,b)))
= fa(a) = fs(b)
= PROY 5(PAIRA,B(fa(a), f5(D))) = PRO} 5(PAIRA 5(fa(a), fB(D)))
= PROY 5(fars(PAIRA B(a,b))) = PRO} 5(fans(PAIRA 5(a,b)))
= PROY 5(fans((a,b))) = PRO} 5(fans((a,b)))
Jfa(Pla (Pa)) fa(Sla (Sa))
= fa(a) = fa(a)

Pla (fira(Pa)) Sla (fipya(Sa))

It remains to be shown that f4 is onto, for every type A. For A = t and
A = p € Atom, this follows from the definitions of fi, f, and Fy. For
the remaining cases we consider two examples. A = [F]B. Assume d =
| PM | € DIFIB. Choose a € DIFIB such that a = Pb for b € DP and
b= fg'(| MB |). Since fp is onto, such an element a from D5 exists.
Then fipp(a) = firs(Ps(b)) = Pe(fB(b)) = | PM | = d. Consider now
A = (B> (), and assume d € D> Choose a € DF>C) such that for
every b in the domain of fz, a(b) € f5'(Ap(d, fz(b))). Then f(ppcy(a) =
d. Since fc and fp may be assumed to be onto, the set of such a € D(B>C)
is non-empty. |

Whereas the encoding of substructural subsystems of DIntKt obtained
by giving up all or part of DIntKt’s structural rules will require modifica-
tions of the notion of construction, in order to encode structural extensions
of DIntKt, the notion of construction need not be altered. Various ex-
tensions of HIntKt can be presented as structural extensions of DIntKt.
The following axiom schemata are those schematic axioms from Table 3,
which are in £. Each axiom schema Ax in this table corresponds with the
associated structural rule Ax’ in the sense that an £—formula A is provable
in HIntKt + Ax iff I — A is provable in DIntKt + Ax’.

In the literature, several proposals have been made to extend the formulas-
as-types notion of construction from positive logic to modal logics based on
it. We shall here briefly point to five such approaches.

1. Gabbay and de Queiroz [1992] interpret the necessity modality O “as a
sort of second-order universal quantification (quantification over structured
collections of formulas)” [Gabbay and de Quieroz, 1992, p. 1359]. Using the
framework of Labelled Natural Deduction [de Queiroz and Gabbay, 1999],
proofs in various modal logics are encoded by imposing conditions on ab-
straction over possible-world variables [de Queiroz and Gabbay, 1997]. How-
ever, Gabbay and de Queiroz do not consider a Friedman-style completeness
proof for the A—calculi under consideration.
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name axiom schema name structural rule

T [FlA> A T X —>eYFX =Y

4 [F]A> [F][F]A 4 X —eYFX —eeY

VvV [F]A Vi X—>YFel =Y

T° A [FlA T°" X -YFX —eY

4° [F][F1A> [F]A 4°7 X S eeY X — oY

D, tr (P)t D, eI —=YFI—=Y

T, A (P)A T, e X—->YFX—>Y

4, (P)(P)Ar (P)A 4," e X —-YheeX =Y

B, (AAN{(P)B)r (P)(BA(P)A) B, ¢XxeY)—>ZFY xeX —Z
Altl, (PYAN(P)B) 1> (P)(AAB) | Altl, ' ¢(X xY) = ZF eX x oY — Z
T,° (P)A> A T,°" X —>YFeX =Y

4, (PYAr> (P)(P)A 4,7 ee X Y FHeX =Y

Table 6. Axioms in L.

2. Borghuis [1993; 1994; 1998] investigates the formulas-as-types-notion of
construction for several normal modal propositional logics based on CPL.
Fitch-style natural deduction proofs in these modal logics are interpreted in
a second-order A—calculus. In this approach, unary type-forming operators
are introduced to encode applications of import and export rules for O in
Fitch-style natural deduction. The operations k and k encoding the export
and import rules for O in the smallest normal modal logic K, for example,
satisfy the following reduction rule: E(EM ) —, M. Borghuis proves strong
normalization results for the modal typed A—calculi under consideration.
However, the term-forming operations used to encode applications of import
and export rules for O are not provided with a set-theoretic interpretation.

3. Martini and Masini [1996] consider formulas-as-types for 2-sequent cal-
culi, cf. Section 2.2. They introduce two unary term-forming operations
gen and ungen to encode applications of O—introduction and O—elimination
rules. A strong normalization theorem is proved for the typed A—calculus
encoding proofs in the 2-sequent calculus for the modal logic S4. However,
the typed terms do not receive a set-theoretic interpretation.

4. Recently, Sasaki [1999] suggested understanding a A-term of type OA
as either denoting an element from the domain associated with A, or being
undefined. A term M4>P5 would then denote a partial function from D4
to DB. Sasaki defines an extended typed A—calculus with various formation
rules for obtaining terms of type OA. Moreover, natural deduction proofs in
the extension of the intuitionistic modal logic IntK by the axiom schemata

T. A>0A and 4. OO0OA > OA
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are encoded by terms in the extended typed A—calculus. Unfortunately, no
denotational semantics for this A—calculus is developed.

5. The approach that comes closest to the one presented here is Restall’s
[1999, Chapter 7], who also applies Belnap’s display calculus. Introductions
of [F] on the right (left) of the sequent arrow are encoded using a unary
operator up (down), lifting (lowering) terms of type A ([F]A) to terms of
type [F]A (A), just like the operation P (U). Backward-looking possibility
is treated quite differently. Introductions of (P) (in Restall’s notation &)
on the right are encoded using a unary type-lifting operation e (not to be
confused with the structure connective o). Introductions on the left are
encoded by a unary term-forming operation turning terms N2, M ()4 into
the term let M be ex in N of type B. Whereas the term down upN reduces
in one step to N, let oG be oz in N reduces in one step to N[z := G|. Restall
proves normalization for the extended typed A—calculus under consideration,
however, no set-theoretic interpretation of up, down, e, and let M be ex in
is suggested.

In the literature on functional programming there are various proposals for
providing an operational semantics of proofs in modal logics, notably in in-
tuitionistic S4. Natural deduction in the framework of Martin-Lof’s type
theory is considered in [Davis and Pfenning, 2000] and [Pfenning, 2000].
Also, further references can be found in these papers.

3.8  Bi-intuitionistic logic

Suppose a connective f1 is introduced in a finite-set-to-formula sequent
calculus, whereas another connective f; is introduced in a formula-to-finite-
set sequent system. Then the right introduction rules for f; and the left
introduction rules for fo satisfy the segregation condition. However, if we
just combine the sets of rules of both sequent calculi, neither A f; B nor Af,B
is introduced in the most general context, namely in an arbitrary finite
set of formulas, because there are no structure operations like in display
logic that allow keeping track of succedent (antecedent) formulas on the
left (right) of —. This leads to a problem encountered in formulating an
ordinary sequent calculus for bi-intuitionistic logic Bilnt, the combination
of intuitionistic logic and dual-intuitionistic logic. It can be shown that in
the ordinary finite-set-to-formula sequent calculus no binary operation f is
definable such that f satisfies (in the finite-set-to-formula setting) the dual
Deduction Theorem characteristic of coimplication: A — B iff AfB — (),
see [Goré, 2000]. Bi-intuitionistic logic extends the language of intuitionistic
logic by coimplication, the residual of disjunction, and conegation. The
syntax of Bilnt is given by:

Au=p|~A|-“A|ANB|AVB|A>B|A«B.
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In the presence of a falsity constant f, intuitionistic negation ~ can be
defined by ~A := (A > f), and in the presence of a truth constant ¢,
conegation - can be defined by —A := (t € A).

Bi-intuitionistic logic has a natural algebraic and possible-worlds seman-
tics, see [Rauszer, 1980]. The possible-worlds semantics adds to Kripke
models for intuitionistic logic evaluation clauses for conegation and coimpli-
cation. A frame is a pair (I, C), where I a is non-empty set (of states), and
C is a reflexive and transitive binary relation on I. A structure (I,C, v) is
a bi-intuitionistic model if v is a function assigning to every propositional
variable p a subset v(p) of I and, moreover, for every t,u € I, if t C u and
t € v(p), then u € v(p). Verification of a formula A in the model M =
(I,C,v) at state ¢ (in symbols M, ¢ |= A) is inductively defined as follows:

M,tE=p iff ¢t € v(p), for every propositional variable p;

Mt ~A iff for allu € I, t C wimplies M, u = A

Mt A iff there existsu € I, u C ¢, and M,u = A
MtE=EAAB iff Mt Aand M,t [ B;

Mt=EAVB iff Mt Aor M,t = B;

M,t=A> B iff foralluel, ift C uthen M,u = A orM,u = B;
M t= A 4B iff thereisauel,uCt M,ulE Aand M,u £ B;

where M, t [~ A is the (classical) negation of M,t = A. A formula A is
valid in M = (I,C,v) if for every t € I, M,t E A; and A is valid on a
frame F = (I,C) if A is valid in every model (F,v) based on F. A formula
A is said to be valid in a class K of models (frames) if A is valid in every
model (frame) from K.

The axiomatic system HBilnt consists of axiom schemata for intuition-
istic logic Int, modus ponens, the rule

from A infer ~—A
and the following axiom schemata:

1. Ax>(BV (A 4B))

2. (A«4B)> (A B)
(A«4B)«4C)> (A4 (BVQ))
~(A4B)> (A> B)

(A> (B4 B))>~A
~Ap> (A> (B <4 B))

N ok @

(B> B)4A)>—A
8. wvAr (B> B) € A)
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THEOREM 66. A formula A in the language of Bilnt is valid in the class
of all models iff A is provable in H Bilnt.

In the present section, we shall apply the modal display calculus and use
a modal translation of Bilnt into S4t to give a display sequent calculus for
Bilnt based on the structure connectives I, *, o, and e, cf. [Goré, 1995],
[Wansing, 1998, Chapter 10]. A direct display sequent system for Bilnt not
relying on a modal translation has been presented in [Goré, 2000]. Some-
times making a detour via a modal translation may be useful. In [Wansing,
1999], a modal translation into S4 has been used to give a cut-free display
sequent calculus for a certain constructive modal logic of consistency, for
which no other proof system is known. In view of the possible-worlds se-
mantics for Bilnt and the familiar modal translation of Int into S4 (see
[Gédel, 1933]), a faithful modal translation m of Bilnt into S4t can be
straightforwardly defined as follows:

1. m(p) = [F]p, for every propositional variable p;

2. m(t) = t;

4. m(AgB) = m(A)im(B), 1 € {A, V}:
5. m(A > B) = [F](m(4) > m(B));
6. m(A € B) = (P)=(m(A) > m(B)).
THEOREM 67. ([Lukowski, 1996]) A formula A in the language of Bilnt

is provable in H BiInt iff m(A) is provable in S4t.

DEFINITION 68. The display sequent system DBiInt consists of (id),
(cut), the basic structural rules (1) — (4) of Section 1.3, rules (— ¢t), (t —),
(— ), (f =), (= AN), (A=), (= V), (V =), the structural rules from
Table 2 and:

oX - xAFX — ~A

(—~)

(~—) *A—>XF~A— eX

(ov) X —oxAFeX — A

(v—) *A—-eXFvA—- X

(—>)" eXoA—BFX—>ApB

>—)" X—-A B—-YFAp>B—e(xXo0Y)

(—4™ X —>A B—xXFeX > A«B

(«—)" xeXoA—->BFA4B—X
(persistence) p— X Fep— X

)
(reflexivity)
(transitivity)

X —eY X Y
X —eYFX —eeY
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It can be shown that the persistence rule for arbitrary formulas is an ad-
missible rule of DBiInt. This can be used to prove weak completeness of
DBilnt with respect to HBilnt.

LEMMA 69. In DBiInt, A — X I ¢A — X.

Proof. By induction on A; for example:

A— A

A — xA

/\A—)O*A

~A —eexA
./\A—>.*A

oo ~A — xA

o~A— ~A f\A—>X(

o~A - X

cut)

A— A
xA — xA B— B
*A— xAoB B—xAoB
x(xkAoB) — A B — xx(xAoB)
ex(xAoB)—~ A«4B
*(xAo B) — ¢(A 4 B)
*x(xAoB) —ee (A 4B)
xee(A 4B)— Ao B
Aoxee(A4B)— B
xee(A4B)oA— B
A 4B — e(A«4B)
o(A4B)— A«B A4B—-X
o(A4B)— X

THEOREM 70. In DBiInt -1 — A iff in HBiInt - A.

Proof. <: By induction on proofs in HBiInt. As an example, we here
consider only the proof of one axiom schema of HBiInt:
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B— B
rexeloB— B
A—> A B 4B — xel
A (B4B)—e(xAoxel)
A (B 4B) = xAox el (icaivity)
A (B4B)— xeloxA
olo(A> (B 4B)) — xA
OIO(A\> (B‘B)) *).*A(pe’rsistence)
o(eIo(A> (B4B)) —exA
elo(A> (B 4B))— ~A
I-(A>(B4B))>~A

=: We define the translations 71 and 75 from structures into tense logical
formulas as in Section 1.3, except that now 7i(A) = 7(A) = m(A). By
induction on proofs in DBilInt, it can be shown that - X — Y in DBilnt
implies - 71(X) D 72(Y) in S4t. Therefore, H I — A in DBiInt implies
F m(A) in S4t. By the previous theorem we have - A in HBiInt. [

THEOREM 71. Strong cut-elimination holds for DBiInt.

Proof. DBilnt is a proper display calculus. As to the fulfillment of con-
dition C8, the derivation on the left, for example, reduces to the derivation
on the right, using contraction:

xeYoA— B
X—>A A—eYoB
X —eYo0oB
X—-A B—xX xeYoA— B +eYoX B B —xX
X - A4B A4B—Y oY oX — xX
oX —Y X - oY 0xX
XoX — oY
X — oY
X Y
|

COROLLARY 72. DBiInt U DS4t is a conservative extension of both
DBilInt and DS4t.

As in Section 3.1, let for modal formulas A the translations 7; (i = 1, 2)
be defined by 7;(A4) = A.

LEMMA 73. In DBiInt U DS4t, (i) - X — 7(X) and (ii) - 72(X) —
X.
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Proof. Both (i) and (ii) are proved simultaneously by induction on X. In
particular we have to verify that for every formula of the language of Bilnt,
FA— m(A) and F m(A) — A. But this is the case, see for example:

A—m(A) m(B)— B
m(A) D m(B) — «xAo B
(A5 B) — #(m(4) 5 m(B))
*(*Ao B) — =(m(A) D m(B))
* (xA 0 B) — (P)~(m(4) O m(B))

(m

(*AOB) *(P)=(m(A) > m(B))
* o (P)~(m(4) Dm(B)) — +Ao B
* @ (P)=(m(4) D m(B)) — BoxA
xe (P)~(m(A) Dm(B))oA— B
A 4B — (P)=(m(A) D m(B))
m(A4) — A B — m(B)
m(A) — Aom(B) Bom(A) — m(B)

xAom(A) — m(B) B — m(A) D m(B)
*A — m(A4) D m(B) x(m(A) D m(B)) — «B
x(m(A) D m(B)) — —(m(A4) D m(B)) — *B
—(m(4) > m(B)) — A B — #=(m(4) D m(B))
*=(M(4) O>m(B)) - A«B
-(M(A) D m(B)) — ¢(A 4 B)
(P)~(M(A) Dm(B)) -~ A« B

THEOREM 74. In DBiInt - X — Y iff 11(X) D (YY) is valid on every
frame (understood as a frame for S4t).

Proof. (=): This follows by induction on proofs in DBiInt. (<): Suppose
that 7 (X) D 72(Y) is valid on every frame. Hence 7(X) D 7(Y) is a
theorem of S4t and hence - 7 (X) — (YY) in DBiInt U DS4t. By
the previous lemma, - X — Y in DBiInt U DS4t and by Corollary 72,
FX —Y in DBiInt. |

One advantage of the translation-based sequent system DBilnt is
that by abandoning combinations of the structural rules (persistence),
(reflexivity), and (transitivity), one obtains cut-free sequent calculus pre-
sentations of the subsystems of Bilnt that arise from giving up the corre-
sponding semantic requirements: persistence of atomic information, reflex-
ivity, and transitivity of the relation C. Also seriality of C, a weakening of
reflexivity, is expressible by a purely structural sequent rule, see condition
D’ in Table 4.
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4 INTERRELATIONS AND EXTENSIONS

While the existence of a rich inventory of types of proof systems for modal
and other logics may be welcomed, for instance, from the point of view
of designing and combining logics, there also exists the need of comparing
different approaches and investigating their interrelations and their relative
advantages and disadvantages. Mints [1997], for example, presents cut-
free systems of indexed sequents for certain extensions of K and defines
a translation of these sequent systems into equivalent display calculi. In
this final section a translation of multiple-sequent systems into higher-arity
sequent systems and a translation of hypersequents into display sequents
are defined, showing that multiple-sequent systems can be simulated within
higher-arity proof systems and that the method of hypersequents can be
simulated within display logic. Moreover, one interesting aspect of extend-
ing the sequent-style proof systems for modal and temporal propositional
logics to sequent calculi for modal and temporal predicate logics is consid-
ered, namely avoiding the provability of the Barcan formula and its converse.
We also briefly refer to recent work on display calculi for extended modal
languages. Finally, the relation between display logic and Dunn’s Gaggle
Theory is pointed out.

4.1 Translation of multiple-sequent systems

The translation o in Section 2.4 reveals a straightforward relation between
Indrzejczak’s multiple-sequent systems and higher-arity sequent systems for
modal logics. The intended meaning of the multiple-sequents can be ex-
pressed by four-place sequents using a translation pu:

wl—A) = o) *)8 5(A)
p(o=A) = (1) =Y @0
p(To=A) = -, N0 5.

If S is a multiple-sequent system, then let p(S) be the result of the p-
translation of the rules of S. Let p* denote the translation of four-place
sequents into modal formulas stated in Section 2.3. If sq,...,s,/s is a rule
of MC, then p*(u(s1)), ..., 1" (p(sn))/w*(u(s)) is validity preserving in C.
For the rule [T R], for instance, we have p*(u([TR])) =

AS(A) >0V (T) AS(A) >0V (T)

O=VaI) D=AA) OANTF) D V(AT
Moreover, (RR) is derivable and CPL is contained in ;(MC). Hence,

OBSERVATION 75. The system p(MC) is sound and complete with re-
spect to C: FT'— A in uy(MC) iff p*(u(T' — A)) is valid in C.
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The translation p is also faithful for the extension of MC by the rules
[nec], [D], [T], and [4] and extensions of C by the necessitation rule and the
axiom schemata D, T and 4.

4.2 Translation of hypersequents

In order to characterize various non-classical logics by means of hyperse-
quential calculi, Avron [1996] uses different semantical readings of hyper-
sequents. Basically a distinction can be drawn between interpreting the
sequent arrow of a component in a hypersequent as material implication
or as a constructive implication not definable in terms of Boolean nega-
tion and disjunction. This difference in interpretation requires different
translations of hypersequents into display sequents. If the sequent arrow is
interpreted constructively, a suitable translation may, for example, exploit
a faithful embedding of the logic under consideration into a normal modal
or temporal logic. In such a case, the sequent arrow is interpreted as strict
material implication. In [Wansing, 1998, Chapter 11] translations of hyper-
sequents into display sequents are defined that simulate hypersequents in
Avron’s hypersequential calculi GL3, GS5, and GLC for Lukasiewicz 3-
valued logic L3, S5, and Dummett’s superintuitionistic logic LC, also called
Godel-Dummett logic. We shall here consider only the translations suitable
for S5 and LC. The treatment of GL3 is slightly more involved, because L3
comprises connectives from different ‘families’ of logical operations. To deal
with this composite character of L3 in display logic, the structure connec-
tive o is replaced by two binary structure operations o, and o;, see [Wansing,
1998]. If A = {Ay,..., A}, let xA = {*A;,...,*A,}. Since o is assumed
to be associative and commutative, we may put (cA) = Ajo...0A,. If
A =), let *A = (oA) = I. Recall the notion of hypersequent from Section
2.5.

DEFINITION 76. The translation 79 of ordinary sequents into display
structures is defined by

No(A —T) = e((0x A) o (o])),

and the translation 7 of non-empty hypersequents into display sequents is
defined by

n(si|...|sn)=IT—mn(s1)o...0n0(sn)-
THEOREM 77. For every hypersequent H, & n(H) in DS5 iff - H in

GS5.

In the hypersequential system GLC the components of a hypersequent
are restricted to be ordinary Gentzen sequents with at most a single con-
clusion. Dummett’s LC is the logic of linearly ordered intuitionistic Kripke
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models. An axiomatization of LC is obtained from an axiomatization HInt
of Int by adding the axiom schema (A > B) V (B > A). It is well-known
that the modal translation m defined in Section 3.8 (restricted to the lan-
guage of intuitionistic logic, i.e. the language of LC) is a faithful embedding
of LC into S4.3, the logic of linearly ordered modal Kripke models.

THEOREM 78. For every formula A in the language of LC, - A in LC
iff E m(A) in S4.3.

DEFINITION 79. The translation (y of a single-conclusion ordinary se-
quent s = Aq,..., A, — B is defined by

Co(s) =eo(xAj0e(xAz0...e(xA, 0B)...)).

If s=A;,..., A, — 0, then ((s) = o(xAjoe(xAs0... 0 (xA,0I)...)). If s
= () — B, then ((s) = ¢(xIo B), and if s = ) — 0, ((s) = e(xLoI). The
translation ¢ of hypersequents with at most single-conclusion components
into display sequents is defined by

Cls1 | -] sn)=1T—Co(s1)o...0C(sn)-

THEOREM 80. For every hypersequent H with at most single-conclusion
components, = ((H) in DLC iff - H in GLC.

4.8 Predicate logics and other logics

Modal predicate logic is still a largely unexplored area. As to sequent
systems for modal predicate logics, one notorious problem is providing
introduction rules for the modal operators and the quantifiers such that
neither the Barcan formula (BF) VzOA D OVxA nor its converse (BFc)
OVzA D VaxOA are provable on the strength of only these rules. It is well-
known that (BF) corresponds to the assumption of constant domains and
(BFc) to the persistence of individuals along the accessibility relation; cf.
for example [Fitting, 1993]. One way of avoiding the provability of the Bar-
can formula and its converse is described in [Wansing, 1998, Chapter 12].
The idea is to exploit the well-known similarity between O [¢] and Vo [Jx]
to develop display introduction rules for Vz [z]; i.e., instead of thinking of
the modal operators as quantifiers, one thinks of the quantifiers as modal
operators, see also [Andreka et al., 1998]. The addition of quantifiers to
display logic is briefly discussed in [Belnap, 1982]:

Quantifiers may be added with the obvious rules:

Aak X XEFA
Q) (:z:)ffl:z: FX XFE (9:)319:

provided, for the right rule, that a does not occur free in the
conclusion. ... The rule for the existential quantifier would be
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dual. ... [A]s yet this addition provides no extra illumination.
I think that is because these rules for quantifiers are “structure
free” (no structure connectives are involved; . ..). One upshot is
that adding these quantifiers to modal logic brings along Bar-
can and its converse ... willy-nilly, which is an indication of
an unrefined account; alternatives therefore need investigating.
[Belnap, 1982, p. 408 f.]

Using the structure-independent rules (UQ), we would have the following
proofs of (BF) and (BFc):

A— A A=A o

04 — A (yq) VzA — A

VeOA — eA OVzA — oA
ovVrOA — A Q) o0VzA — A
oVrOA — VoA OveA — OA ()
VzOA — OVzA OvVzA — VzOA
IoVzOA — OV A IoOVzA — VaeOA
I—-VzOADOVzA I - 0OVzA DVzOA

Structure-dependent introduction rules for Yz and Jx are, however, avail-
able. For every binary relation R, on a non-empty set S of states, we may
define the following functions on the powerset of S:

VoA == {a | Vb (aR.b = beA)}, TaA:={a|3b(bR.a&beA)},
VaA == {a | Vb (WRea = beA)}, TzA := {a|Ib(aRyb& b A)}.

We then have
dr’A C B iff A CVzB, JdxA C B iff A CVa™ B,

and for every individual variable z, we may introduce a structure connective
e, which in succedent position is to be understood as Vz and in antecedent
position as a backward-looking existential quantifier 32". Semantically, what
is required to account for these quantifiers is a generalization of the Tarskian
semantics for first-order logic, see [Andreka et al., 1998]. Let M be any first-
order model and let a, (3, ... range over variable assignments in M. Tarski’s
truth definition for the existential quantifier is:

M = 3JzAla] iff for some assignment 3 on | M|:
a =, fand M = A[j],

where o =, § means that « and 3 differ at most with respect to the object
assigned to z. In the more general semantics the concrete relations =,
between variable assignments are replaced by abstract binary relations R,
of ‘variable update’ between ‘states’ «, (3, =, ... from a set of states S.
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Assuming an interpretation of atoms containing free variables, the truth
definition for the existential quantifier becomes:

M,alE=3JzA iff forsomefeS: aR,fand M,BE A

Thus, to every individual variable x there is associated a transition relation
R, on states. The resulting minimal predicate logic, KFOL, is nothing
but the w-modal version of the minimal normal modal logic K. In order
to obtain an axiomatization of KFOL, one may just take any axiomatic
presentation of K and replace every occurrence of & and O by one of Jz
and Vz, respectively. The basic structural rules for the structure connective
e, are:

X —eoY 40, X =Y.

In analogy to the case for O and <, we obtain the following structure-
dependent introduction rules for Vz and dz:

(—-Vr) X —->AFX VA (—3z) X - Abl+e,xX — JzA
Ve—) A—-XtVzA—e, X (Jz—) *xe;xA— XFIxA—-X

In addition to these introduction rules we need further structural assump-
tion in order to take care of the necessitation rules in axiomatic presentations
of normal modal and tense logics:

(MNe,) IT—-XFI— e, X X —>IFX —e,l

The structural account of the quantifiers as modal operators blocks the
above proofs of (BF) and (BFc). In the presence of additional structural
sequent rules, however, these schemata become derivable:

OBSERVATION 81. BF and BFc correspond to the structural rules

TBF X —e,eYFX —ee,Y; rBFc X —ee, X — e, 0Y.

)

The apparatus of display logic has also been applied to other extensions of
normal modal propositional logic. A result of Kracht concerns the undecid-
ability of decidability of display calculi. Consider the fusion or ‘independent
sum’ of Kf and Kf, i.e. the bimodal logic Kf @ Kf of two functional ac-
cessibility relations R, Ro. In this system there are two pairs of modal
operators, say, [1], (1) and [2], (2) each satisfying the D and the Alt! axiom
schemata. The structural language of sequents for this logic comes with two
unary operations e; and e, satisfying the display equivalence

¢, X Y 4 X — oY,

1 = 1,2. Clearly, Kf ® Kf has many properly displayable extensions. Using
an encoding of Thue-processes into frames of Kf @ Kf, Grefe and Kracht
[1996] have proved a theorem about the undecidability of decidability.
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THEOREM 82. (Grefe and Kracht) It is undecidable whether or not a dis-
play calculus is decidable.

According to Kracht, Theorem 82 indicates a serious weakness of dis-
play logic. In any case, the theorem provides insight into the expressive
power of display logic; it shows that the subformula property and the strong
cut-elimination theorem for displayable logics fail to guarantee decidabil-
ity. Undecidability of the decidability of properly displayable extensions
of Kf ® Kf is a remarkable property of this particular family of bimodal
logics, but is not a defect of the modal display calculus, at least insofar as
the proof of the theorem also shows that it is undecidable whether or not
a finite axiomatic calculus is decidable. Would it be desirable to have a
proof-theoretic framework in which only decidable logics can be presented?
A weakness of display logic is that it does not lend itself easily to obtain de-
cidability proofs. Restall [1998] uses a display presentation to prove, among
other things, decidability of certain relevance logics which are not known to
have the finite model property. In [Wansing, 1998, Chapter 6] display logic
is used to prove decidability of Kf and deterministic dynamic propositional
logic without Kleene star.

Display calculi for logics with relative accessibility relations can be found
in [Demri and Goré, 2000] and for nominal tense logics in [Demri and Goré,
1999]. In both cases the calculi are obtained using modal translations.

4.4 Gaggle Theory

The generality of display logic has been highlighted by Restall [1995], who
observes a close relation between display logic and J. Michael Dunn’s Gaggle
Theory [1990; 1993; 1995]. The relation between gaggle theory and display
logic has also been investigated and worked out by Goré [1998]. A gaggle
is an algebra G = (G, <, OP), where < is a distributive lattice ordering on
G, and OP is a founded family of operations. The latter means that there
is an f € OP such that for every g € OP, f and g satisfy the abstract
law of residuation, see Section 3. If one only requires that < is a partial
order, and every f € OP has a trace, then G is said to be a tonoid. Restall
defines the notion of mimicing structure. An m-place logical operation f
mimics antecedent structure if there is a possibly complex n-place structure
connective § such that the following rules are admissible:

s=4(A1, ..., An) > X F f(A1,..., 4,) = X
C(X17A1)C(Xn7An) l_ﬁ(Al,7An) — f(A1,7An)

where #(A41,...,A4,) is an antecedent part of s, C(X;, 4;) = X; — A;, if
A; is an antecedent part of #(A1,...,A,), and C(X;, 4;) = 4; — X;, if 4;
is a succedent part of §(Ay,..., A,). Dually, f mimics succedent structure
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if there is a possibly complex n-place structure connective f such that the
following rules are admissible:

S:X*)ﬁ(Ah7AW>I7X*>f(A177An)
C(X1,AL) . C( X A) F f(AL. . Ay) — H(Ar, ... Ay)

where #(A1,...,A,) is a succedent part of s, C(X;, A;) = X; — Ay, if A; is
an antecedent part of §(Ay,...,4,), and C(X;, A;) = A; — X, if A;is a
succedent part of §(A1,...,4,).

THEOREM 83. (Restall [1995]) If a logical operation f in a display calculus
presentation DA of a logic A mimics structure, then f is a tonoid operator
on the Lindenbaum algebra of A.

If every logical operation of DA mimics structure, mutual provability is
a congruence relation and A has an algebraic semantics. Dunn’s represen-
tation theorem for tonoids supplies also a Kripke-style relational semantics.

5 APPENDICES

5.1 Appendiz A

The proof of Theorem 23 takes its pattern from the proof of strong nor-
malization for typed A-calculus (see for instance [Hindley and Seldin, 1986,
Appendix 2]) and follows the argument given in [Roorda, 1991, Chapter 2,
reprinted in [Troelstra, 1992]]. This proof has been extracted from the proof
of strong cut-elimination for classical predicate logic in [Dragalin, 1988, Ap-
pendix B]. Suppose that II is a proof containing an application of cut. A
(one-step) reduction of II is the proof ¥ resulting by applying a primitive
reduction to a subproof of II. If II reduces to X, this is denoted by II > X
(or ¥ < II). II is said to be reducible iff there is a ¥ such that II > 3.

LEMMA 84. If a proof cannot be reduced, then it is cut-free.

Proof. Since the case distinction in the definition of primitive reductions
is exhaustive, every proof that contains an application of cut is reducible.
|

DEFINITION 85. We inductively define the set of inductive proofs.
a Every instantiation of an axiomatic rule is an inductive proof.

b If II ends in an inference inf different from cut, and every premise s;

of inf has an inductive proof II; in II, then II is inductive.

clI= % cut is inductive, if every X such that IT > ¥ is inductive.
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LEMMA 86. IfII is inductive, and 11 > X, then ¥ is inductive.

Proof. By induction on the construction of II. If II is inductive by a,
then no reduction can be performed. If II is inductive by b, then every
reduction on II takes place in the II;’s, which are inductive. Hence, by the
induction hypothesis, ¥ is inductive due to b. If II is inductive by c, then
Y is inductive by definition. |

DEFINITION 87. Let II be an inductive proof. The size ind(II) of IT is in-
ductively defined as follows (the clauses correspond to those in the previous
definition):

a ind(Il) = 1;
b ind(Il) = >, ind(IL;) + 1;

c ind(Il) = Y 5 _pind(X) + 1.

A proof II is said to be strongly normalizable iff every sequence of reductions
starting at II terminates.

LEMMA 88. FEwvery inductive proof is strongly normalizable.

Proof. By induction on ind(II). If ind(II) = 1, no reduction is feasible.
If IT is inductive by b, then every reduction is in the premises II;, and we
can apply the induction hypothesis. If II is inductive by c, then every proof
to which II reduces is inductive and therefore every such proof is strongly
normalizable, by the induction hypothesis. But then II is also strongly
normalizable. |

LEMMA 89. Let IT be an inductive proof and let inf be the final inference
of II. IfII > II' by reducing a proof I; of a premise sequent of inf, then
ind(IT) > ind(Il").

Proof. By induction on ind(II). If ind(II) = 1, then II cannot be reduced.
Whence II is inductive by b or c. If IT is inductive by ¢, then by definition,
ind(IT) > ind(I"). If IT is inductive by b, then II; is inductive by definition.
If II; is inductive by a, it cannot be reduced. If II; is inductive by b, then
the reduction of II; to H; takes place in the proof of some premise sequent of
the final inference of I1;. By the induction hypothesis, ind(Il;) > ind(IT}).
Hence ind(IT) > ind(II"). If II; is inductive by c, then by definition, ind(II;)
> ind(Il}) and thus ind(I1) > ind(Il'). [ ]

LEMMA 90. Suppose 11 ends in an application inf of cut, and 11y and Il
are the proofs of the premises of inf. If I1y and Ily are inductive, then so is
IT1.
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Proof. We must show that every ¥ < II is inductive. For this purpose,
we define two complexity measures for II: r(II), the rank of II, and A(II),
the height of II. r(II) is the number of symbols in the cut-formula. A(II) is
defined by:

h(IT) = ind(Il;) + ind(Il,).
We use induction on 7(IT) and, for fixed rank, induction on A(II).

Case 1. X is obtained by reduction in IT; or I, say II; > IIj. It follows
from Lemma 89 that ind(Il}) < ind(Ily). Then h(X) < h(II). Since II;
and Iy are inductive, by Lemma 86, 3 has inductive premises, and by the
induction hypothesis for A(II), ¥ is inductive.

Case 2. X is obtained by reducing inf. Then this reduction was either a
principal or a parametric move.

Principal move.
Case 1. Since X proves one of (1) or (2), ¥ is inductive by assumption.

Case 2. Since for every new proof I’ ending in an application of cut, r(IT)
> r(II'), ¥ is inductive by the induction hypothesis for =(II).

Parametric move. Suppose A is parametric in the inference ending in (1)
(the case for (2) is analogous). If the tree of parametric ancestors of the
displayed occurrence of A in (1) contains at most one element A, that is
not parametric in inf, we have Figure 1, and we may assume that there is
no application of cut on the path from (1) to Z — A.

It 1
Letll' = Z—-A 1l andII” = ZEA'
Z —Y

Consider II and II'. Clearly, r(II) = r(II'), hence we use induction on the
height. Since both II; and IT” are inductive by b, ind(Il"”) < ind(Ily).
Hence h(Il") < h(II). By the induction hypothesis for h(II), II’ is inductive,
and thus ¥ is inductive by definition. If the primitive reduction of II to
Y requires cutting with IT; more than once, analogously every new II’ and
hence ¥ can be shown to be inductive.

If the tree of parametric ancestors of the displayed occurrence of A in (1)
contains more than one element A, that is not parametric in inf, ¥ = II'*
or ¥ = II'"*. Since for every new proof II’ ending in an application of cut,
r(II) > r(IT'), 3 is inductive by the induction hypothesis for r(II). [ |

COROLLARY 91. Ewery proof is inductive.

Now Theorem 23 follows by Lemma 88 and Corollary 91, and cut is an
admissible rule by Lemma 84.
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5.2 Appendix B

To prove completeness of HIntKt with respect to the class of all temporal
models we shall adopt completely standard methods as applied, for example,
in [Schiitte 1969, pp. 48-51]. Suppose A and I' are finite sets of formulas,
where I' is empty or a singleton, and let p be a new propositional variable
not already in Atom. The formula A > T is defined as follows:

ANA>B ifA#£0, T ={B}
t> B ifA=0,T={B}
ANA>p A#Q T =0
t>p ifA=T=1(

ApT =

The pair (A,T') is said to be consistent if A > I" is unprovable in HIntKt
based on LT = LU {p}. In what follows, let A € L. Let sub(A) denote
the finite set of all subformulas of A. If C = (41 > ... (Adp_1 > 4p) .. .),
then sub™({C}) = (Uj<;cnsub(4:)) \ {p}; sub™(0) = 0. The pair (A,T) is
called A-complete, if AU sub*(T) = sub(A). A pair (A*,T*) is called an
expansion of (A, T"), if A* is a finite superset of A, and either I'* =T or I'*
has the shape (A1 > ... (Ap—1 > 4,)...) and n > 1.

LEMMA 92. If (A,T) is consistent, then so is (AU {A},\T) or (A, {A >
B}), where B=p ifT' =0, and I' = {B} otherwise.

Proof. Suppose neither (A U {A},T) nor (A,{A > B}) are consistent.
Then both (AAAA) > B and AA > (A > B) are derivable in HIntKt
based on £T. But then also A\ A > B is derivable, and hence (A,T) is not
consistent; a contradiction. |

COROLLARY 93. Every consistent pair (A,T) such that A, sub™(T') C
sub(A) can be expanded to an A—complete consistent pair.

Let A C sub(A). Then A is said to be A-designated, if some A-complete
pair (A,T'), where sub™(T') = sub(A) \ A is consistent. By soundness of
HIntKt based on £, the formula ¢ > p fails to be provable. Therefore
(0,0) is consistent. By the previous corollary, for every formula A, (0, ()
can be expanded to an A-complete consistent pair. Hence, for every A, the
set D(A) of all A—designated subsets of sub(A) is non-empty.

LEMMA 94. If C € sub(A), then C belongs to an A-designated set A iff
A > {C} is provable in HIntKt.

Proof. If C' € A, then clearly A > {C} is provable in HIntKt. If C ¢ A,
then C € sub(A) \ A, and since A is A—designated, (A, {C}) is consistent.
In other words, A > {C} is not provable in HIntKt. [ ]



74 HEINRICH WANSING

DEFINITION 95. For every formula A, the structure M4 = (W4 R4,
R#,v4) is called the canonical model for A if

W4 = D(A)
R} = C

uR#t iff [F]B € uimplies B € t
vi(p,u) =1 iff peu.

As we have seen, the set W4 is non-empty, and it can easily be shown that
M4 is indeed a temporal model.

LEMMA 96. Let u,t € D(A). For every formula B, ([F]B € u implies
B € t) iff for every formula C, (C € u implies (P)C € t).

Proof. First, suppose (i) for all B, [F]|B € u implies B € t but (ii) there is
a formula C € u such that (P)C ¢ t. By (i), [F](P)C ¢ u. By the previous
lemma, u > [F]{P)C is not provable in HIntKt. Since C > [F](P)C
is provable, also u > C fails to be provable. But then, by the previous
lemma, C' ¢ u, which contradicts (ii). Suppose now (iii) for all C, C € u
implies (P)C € ¢ but (iv) there is a formula [F]B € u such that B ¢ t. By
(iii), (P)[F)B € t, and by the previous lemma, ¢t > (P)[F]B is provable in
HIntKt. Since (P)[F]|B > B is provable, also ¢ > B is provable. Hence
B € t, a contradiction with (iv). [ |

LEMMA 97. (Verification Lemma) Consider M4 = (W4, R} R4 vA).
For every C € sub(A) and every u € D(A), M*,u = C iff C € .

Proof. By induction on C. We shall consider only two cases. Let Au
denote ¢, if u = (), and note that for all B € u, - (P) Au > (P)B. Hence
for every u,t € W4 we have: (*) if (P) Au € t, then for every B € u,
(P)B € t.

1. C =[F]B.

=: Suppose [F|B & u. This is the case iff

A u > [F]B cannot be proved

iff (P) Au > B cannot be proved

iff ((P) AN, {B}) is consistent

iff (FteDA)ult, (PYANuct, B¢t by Corollary 93

only if (3t € D(A)) uR4t, B ¢t by Lemma 96 and (*)
iff M, u = [F|B by the ind. hyp.

<: Suppose [F]B € u. Then for all t € WA, wR#t implies B € t. By the
induction hypothesis, M€, u = [F|B.
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2. C = (P)B.
=: Suppose M4, u |= (P)B. This is the case iff

(3t € WA)tRAu and M4t = B
only if (3t € W4) (B €t implies (P)B € u), B€t by Lem. 96,
ind. hyp.
only if (P)B € u.

<: Suppose (P)B € u. Put t' := {C | (P)C € u}. Clearly, the pair (¢, 0)

is consistent. Hence

BteWhHt Ct, N\t' €t by Corollary 85
only if (3t € WA)tR#Auand MA,t = B by Lemma 88 and the
ind. hyp.

iff MA v = (P)B
|

COROLLARY 98. If A is valid in every temporal model, then A is provable
in HIntKt.

Proof. Suppose A is not provable in HIntKt. Then the pair (0, {A}) is
consistent, and, by the previous corollary, there exists a u € D(A) such that
A ¢ u. By the Verification Lemma, M4, u = A. [ |

COROLLARY 99. HIntKt is decidable.

Proof. This follows easily by the fact that sub(A) is finite. [ |

5.8  Appendiz C

In order to prove strong normalization for \;, we shall follow R. de Vri-
jer’s [1987] proof of strong normalization for typed A—calculus with pairing
and projections satisfying surjective pairing. Let h(M) (the height of the
reduction tree of M) be the length of a reduction sequence of M that has
maximal length.

DEFINITION 100. M# € Term is said to be computable iff
1. sn(M);

2. if A= B> C, M -, Ni, and NP is computable, then (N7, N3)¢ is
computable;

3. if A= BAC and M —», (N1, N3), then NP, N{ are computable;
4. if A = [F]B and M —», PN, then NB is computable;
5. if A= (P)B and M —», SN, then NB is computable.
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The set of all computable terms is denoted by C.

By this definition, every computable term is strongly normalizable. The
aim is to show that every term is computable.

LEMMA 101.

(a) If M € C and M —, N, then N € C.

(b) C is closed under repeated formation of application terms (M, N).
(c) If x € V, then x € C.

(d) If for every N4 € C, (MA>B) N € C, then M € C.

(e) If (MA"B)y € C and (MA"B), € C, then M € C.

(f) If N1, No € C, and G € C, for every G such that (N1, N3) —, G,
then (N1, Na) € C.

(9) If N € C and G € C, for all G such that (N); —, G, then (N),; € C.
(h) If N € C, and G € C, for all G such that PN —, G, then PN € C.

(i) If N € C, and G € C, for all G such that SN —, G, then SN € C.
(G) If N € C, and G € C, for all G such that UN —, G, then UN € C.
(k) If N € C, and G € C, for all G such that NN —, G, then NN € C.

Proof. (a): By induction on hA(M). (b) By reflexivity of —, and Clause 2
in the definition of C. (c): By inductionon A € T. If A = B > C, the claim
follows by (b). (d): If for every N4 € C, (M, N) € C, then sn(M), since by
(¢) and the assumption (M,z5) €C. Now suppose M —», N1, Ny € C, and
for every N, (M, N) € C. Then (M, N2) = (N1, N3) and, by (a), (N1, N3) €
C. Thus M € C. (e): Since sn((M);), also sn(M). Suppose M —»,. (Ng, Ni).
Then (M); =, ({(No,N1)); —» N;. Since (M); € C and C is closed under
—,, also N; € C. (f): Obviously, for every M, sn(M) iff sn(N), for each
N such that M —, N. Moreover, suppose that (N, N3) —, (G1,G2).
This is the case iff (N1, N3) = (G1,G2) or there is a term M* such that
(N1, N3) —, M*, and M* —, (G1,G3). In both cases G1,G2 € C. (g):
By induction on the type A of (N);. If A is atomic, Clauses 2-5 in the
definition of C hold trivially. A = (P)B: Suppose (N); -, SM. If N =
<M1,M2>, then (N)z —r Mi, and Mz eC.IfSM 7_é Mi, then Mz > SM,
and SM € C, by closure of C under —»,. If N # (M;, Ms), then there is a
term M* € C such that (N); —, M* and M* —, SM. In each subcase,
M € C. The cases A = [F]B and A = B A C are analogous. If A= B> C,
we may use closure of C under application. (h): Suppose PN —, PG.
This holds iff N = G or there is a term M™* such that PN —, M™* and
M* -, PG. In both cases G € C. (i): Analogous to (h). (j): By induction
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on the type A of UN. The only interesting case is A = [F]B. Suppose
UN —, PM. If N = PNy, then UN —, Ny and N; € C. If PM # PNy,
then Ny —, PM, and PM € C. In each case M € C. (k): Analogous to (j).

|

THEOREM 102. If M € Term is A—free, then M € C.

Proof. By induction on M. (1): M is a variable: Lemma 101 (c). (2)
M = (N7, N3): Lemma 101 (b) and the induction hypothesis. (3) M =
(N{, NP): In view of Lemma 101 (f), it is enough to show that G € C, for
every G such that (Ny, No) —, G. There are tow subcases. (i): N1 = (G)g
and Ny = (G)1. Then the claim follows by (e). (ii): G = (N1, N*) and
Ny —,. N* or G = (M*,Ny) and Ny —, M*. We may use induction on
h(N1) + h(N2). (4) M = (N),;. In view of Lemma 101 (g), it is enough
to show that G € C, for every G such that M —,. G. There are tow cases.
(i) N = (Ng, N1) and G = N;. Then we may use the induction hypothesis.
(i) G = (N*);, N —, N*, and we may use induction on h(N). (5) M =
PN: In view of Lemma 101 (h), it is enough to show that G € C, for every
G such that M —,. G. If M —, G, then G = PN*, N —, N*, and we may
use induction on h(N). (6) M = SN: Analogous to (5), using Lemma 101
(i). (1) M =NN: Given Lemma 101 (k), it suffices to show that G € C, for
every G such that M —, G. There are two cases. (i) N = SG; and G = G.
Then we may use the induction hypothesis. (ii) G = NN*, N —, N* and
we may use induction on h(N). (8) M = UN: Analogous to (7), using
Lemma 101 (j). [ |

Strong normalizability of all terms is derived from computability of all terms
under substitution.

DEFINITION 103. M# € Term is said to be computable under substi-
tution iff any substitution of free variables in M by computable terms of
suitable type results in a computable term.

Let C*® denote the set of all terms computable under substitution.
THEOREM 104. FEvery Ai—term M is computable under substitution.

Proof. By induction on M. For term variables the claim is obvious. More-
over, since C is closed under application, C* is also closed under application.
If M = (N1,N2), M = (N);, M = PN, or M =S8N, the claim follows by
the induction hypothesis. If M = Az N, it must be show that \aN € C*
if N € C°. Suppose that AxN* is the result of substituting a computable
term for a free variable in Az N, and suppose that G* is a computable term
such that (M, G) does not have a type B > C. Then, by Lemma 101 (f) —
(k), (AMzN*)G) € C, if for every term H, ((AzN*)G) —, H implies H € C.
Since by assumption N € C®, we have N* € C. Therefore we may use
induction on h(N*) 4+ h(G) to show that ((AzN*)G) € C. There are three
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IIDIntKt Term
It DIntKt f
T ’T +Term
elim norm
II"DIntKt f —Term

Figure 2. Normalization as a homomorphic image of proof-simplification.

subcases. (i) H = N*[z := G] and z € fo(N*). Then N* € C* implies
HeC. (i) H=N*z:=G] and z & fu(N*). Then H = N* € C. (iii) H is
obtained from ((AzN*)G) by executing one reduction step either in N* or
G. In this case we may use the induction hypothesis. |

COROLLARY 105. If M is a A;—term, then M 1is strongly normalizable.

5.4  Appendix D

It has to be shown that f is a homomorphism from A to B, i.e., for every
II € ITDIntKt, we have f(elim(I)) = norm(f(II)), see Figure 2. The
proof is by induction on II. If the rule applied to obtain the conclusion
sequent s. of IT is an axiomatic sequent A — A, then f(elim(Il)) = f(II),
and f(II) is a nf. If the rule applied to obtain s, is such that the term
construction step associated with it cannot generate a redex, we may apply
the induction hypothesis. We shall consider the remaining cases.
H/

Case 1. 1= AxB—X

AANB —- X
A redex could be generated if the free variables z#, ¢ in the construction
of Ax B — X occur in the context (z,y). But then X = AAB, AxB — X
has been derived from {A — A, B — B}, and elim(Il) = AANB — A A B.
The claim holds, since ((vi*'B)g, (v{*"B)1) —,. v/ B.

H/
Case 2. II= X > AXB
X—A> B
A redex could be generated if the free variable 4 in the construction of
X — A x B occurs in the context (NAB x4). But then X = A > B,
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X — A x B has been derived from {A — A, B — B}, and elim(Il) =
A> B — A B. The claim holds, since vi*(v{**B o) —, v{> B,

II; II,
Case 3. II= X—-A A->Y
X—-Y

Suppose the exhibited application of cut in II is not principal. If this appli-
cation is reduced in one step, either the f-images of the resulting proof and
IT are the same, or some principal cuts have been performed on subformulas
of A. Thus, there are five remaining cases to be considered.

Case 3.1 (t):
11
I-X is converted into 1
I-t t—>Xx I X
I—- X
Lf Lf
M
U{’ M
M — M
Case 3.2 (N):
I3
11y AxB—Z
I Il g X—A A-BxZ
X—A Y—B AXB—=Z jisconv. into X—-BxZ
X XY —-AAB ANB — Z 115 XxB—Z
XXY -7 Y - B B—XXxZ
Y - X xZ
XxY —-Z
Lf Lf
N(z4,yP)
Mp N
N(M)
M MP N(z*,y5) MB x%%;
(M1, M2)  N((z4"B)o, (2475)1) N(My, Mz)

N((<M17M2>)07(<M1=M2>)1) > N(Ml,MQ)
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Case 3.3 (>):
Iy
X - AXxB 113
1Ty 11 11 Xx“A—B B—Z
X —-AxB Y—>?4 B3—>Z . . 11> XxXxA—Z
X SASB —AI>B—>Y>4Z 1sconv.1ntoy_> AS X%z
X =Y xZz Y- XxZ
X XY -7
X—-=YxZ
Lf Lf
MB(xA)
M5B Na(y®)
N2(M)
K No(M)
Ni' Na(M(z4))
MB@A)  N{ Na(yP) R GER)
NQ()\:EAM,N1) —r ( ( ))
Case 3.4 ([F]):
H1 H2 H1 H2
oX — A A=Y . td't.X_)A A—-Y
X—) [F]A [F}A*).Y 1S converted 1mto W
X — oY X — oY
Lf Lf
MA  N(z4) M*  N(z*)
PM_ N(Uylf14) N
N(UPM) —, N(M)

Case 3.5 ((P)): analogous to the previous case. B
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