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Clinical Case Studies

The authors have drawn from their teaching and research experiences
and the clinical experiences of colleagues to provide students with
real-life applications through clinical case studies in each chapter.
They have been redesigned to incorporate the format of Chapter 19.
You will now find “Reflect and Review” in every case study.

cuarter 12 Clinical Case Stud

A 72.year-old man saw his primary care
physician; he was complaining of short-
ness of breath when doing his 15 min caily
walk. His shortness of breath with walking
had been worsening over the past four
weeks. He did not complan of chest pain

the

hortness of Breath on Exertion
in a 72-Year-Old Man

(introduced in Chapter 1) that will be covered in the chapter.

General Principles of Physiology

General Principles of Physiology have been integrated throughout
each chapter in order to continually reinforce their importance. Each
chapter opens with a preview of those principles that are particularly
relevant for the material covered in that chapter. The principles

are then reinforced when specific examples arise within a chapter,
including Physiological Inquiries associated with certain figures.

eyond a distance of a few cell diameters, the random
B movement of substances from a region of higher

concentration to one of lower concentration (diffusion) is
too slow to meet the metabolic requirements of cells. Because
of this, our large, multicellular bodies require an organ system
to transport molecules and other substances rapidly over
the long distances between cells, tissues, and organs. This
is achieved by the circulatory system (also known as the
cardiovascular system), which includes a pump (the heart); a
set of interconnected tubes (blood vessels or vascular system);
and a fluid connective tissue containing water, solutes, and
cells that fills the tubes (the blood). Chapter 9 described the
detailed mechanisms by which the cardiac and smooth muscle
cells found in the heart and blood vessel walls, respectively,
contract and generate force. In this chapter, you will learn how
these contractions create pressures and move blood within the
circulatory system.

The general principles of physiology described in Chapter

1 are abundantly represented in this chapter. In Section A, you
will learn about the relationships between blood pressure, blood
flow, and resistance to blood flow, a classic illustration of the

general principle of physiology that physiological processes

are dictated by the laws of chemistry and physics. The general
principle of physiology that structure is a determinant of—and
has coevolved with—function is apparent throughout the chapter;
as one example, you will learn how the structures of different
types of blood vessels determine whether they participate in
fluid exchange, regulate blood pressure, or provide a reservoir of
blood (Section C). The general principle of physiology that most
physiological functions are controlled by multiple regulatory
systems, often working in opposition, is exemplified by the
hormonal and neural regulation of blood vessel diameter and
blood volume (Sections C and D), as well as by the opposing
mechanisms that create and dissolve blood clots (Section F).
Sections D and E explain how regulation of arterial blood
pressure exemplifies that homeostasis is essential for health

and survival, yet another general principle of physiology.
Finally, multiple examples demonstrate the general principle of
physiology that the functions of organ systems are coordinated
with each other; for example, the circulatory and urinary systems
work together to control blood pressure, blood volume, and
sodium balance. W

bload pr
ously, before his symptoms
(norma for a 72-year-old
increased at 16 breaths per |
ute a year before

flow to meintain oxygen delvery and adequate removal of carbon
dioxide. This is additional evidence of the inabilty of the failing
heart to adequately ncrease cardiac output and maintain cerebral

resulted in decreased plor firing (see Figure 1257b), The
baroreceptor reflex also accounted for the increased hart ate of
this patient,
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Component Function
Heart
Atria Chambers through which blood flows from veins to ventricles. Atrial contraction adds to ventricular filling but
is not essential for it.
Summ ar I abl es Ventricles Chambers whose contractions produce the pressures that drive blood through the pulmonary and systemic
y vascular systems and back to the heart.
Summary tables are used to bring together large amounts of Vascular system
. . Arteries Low-resistance tubes conducting blood to the various organs with little loss in pressure. They also act as
lnformatlon that may be scattered throughOUt the bOOk or tO pressure reservoirs for maintaining blood flow during ventricular relaxation.
Summari 7Ze Sm. all Oor mo der ate amou nts Of informatio n. The Arterioles Major sites of to flow; for the pattern of blood-flow distribution to the various
. . . organs; participate in the regulation of arterial blood pressure.
tables complement the accompanying figures to provide a Capilaies Majo ies of nutiet, gas, metabolic end produc, and flud exchang between blood and tisues
T apld means Of review 1 n g the most lmp ortant m ateri a] 1 n the Venules Sites of nutrient, metabolic end product, and fluid exchange between blood and tissues.
h Veins Low-resistance conduits for blood flow back to the heart. Their capacity for blood is adjusted to facilitate
chapter. this flow.
Blood
Plasma Liquid portion of blood that contains dissolved nutrients, ions, wastes, gases, and other substances. Its
composition equilibrates with that of the interstitial fluid at the capillaries.
Cells Includes erythrocytes that function mainly in gas transport, leukocytes that function in immune defenses, and
platelets (cell fragments) for blood clotting.

TABLE 12.3 | The Circulatory System

Begin ‘
Exercising skeletal muscles
“Exercise centers” Contractions
Afferent Stimulate 0
oot e canavesapors | Lo chemica
Arterial baroreceptors Medullary in the muscles 9
Reset upward cardiovascular
center

Stimulate Dilate

L Parasympathetic output to heart

and arterioles in abdominal
organs and kidneys

1 Sympathetic output to heart, veins,

chemoreceptors
in the muscles

arterioles
in the muscle

< " Muscle blood flow >

/'t Cardiac output
T ictionin

Figure 12.66 Control of the cardiovascular system during exercise. The primary outflow to the

abdominal organs
and kidneys

ic and p ic neurons is via pathways from “exercise centers” in the brain. Afferent input
from mechanoreceptors and chemoreceptors in the exercising muscles and from reset arterial baroreceptors
also influences the autonomic neurons by way of the medullary cardiovascular center.

PHYSIOLOGICAL INQUIRY

= How do the homeostatic responses during exercise highlight the general principle of physiology
described in Chapter | that the functions of organ systems are coordinated with cach other?

Answer can be found at end of chapter.

Anatomy and Physiology

REVEALED®

APR icons are found in figure legends. These icons indicate that
APR related content is available to reinforce and
enhance learning of the material.

Descriptive Art Style

A realistic three-dimensional perspective is included in many
of the figures for greater clarity and understanding of concepts

presented.

Physiological Inquiries

The authors have continued to refine and expand the number
of critical-thinking questions based on many figures from all
chapters. These concept checks were introduced in the eleventh
edition and continue to prove extremely popular with users of
the textbook. They are designed to help students become more
engaged in learning a concept or process depicted in the art.
These questions challenge a student to analyze the content of
the figure and, occasionally, to recall information from previous
chapters. Many of the questions also require quantitative skills.
Many instructors find that these Physiological Inquiries make
great exam questions. New to the fourteenth edition, numerous
Physiological Inquiries are now linked with General Principles
of Physiology (introduced in the thirteenth edition), providing
students with two great learning tools in one!

(APR) Icon

BPIR)

BP|R] Figure 12.31 Comparative features of blood vessels. Sizes are not drawn to scale. Inset: Light micrograph (enlarged four times) of a
medium-sized artery near a vein. Note the difference between the two vessels in wall thickness and lumen diameter.
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Flow Diagrams
o Enddastoc e e Long a hallmark of this book, extensive use of flow diagrams is continued in
) this edition. They have been updated to assist in learning.

—_—/

TPlasma
epinephrine

1 Activity of
parasympathetic
nerves to heart

—— B The beginning boxes of the diagrams are color-coded green.

Key to Flow Diagrams

!
, R ® Other boxes are consistently color-coded throughout the book.
[ Cardiac muscle J [ SA node J . B B
Ts‘"’ke["'“me T”e]" rate B Structures are always shown in three-dimensional form.
1 Cardiac output
Cardiac output ‘ ‘ Stroke volume ‘x‘ Heart rate

Figure 12.30 Major factors involved in increasing cardiac output.
Reversal of all arrows in the boxes would illustrate how cardiac
output can be decreased.

PHYSIOLOGICAL INQUIRY

® Recall from Figure 12.12 that parasympathetic nerves do not
innervate the ventricles. Does this make it impossible for
parasympathetic activity to influence stroke volume?

Uniform Color-Coded Illustrations

Color-coding is effectively used to promote learning. For example, there are
specific colors for extracellular fluid, the intracellular fluid, muscle filaments, and
transporter molecules.

Answer can be found at end of chapter.

Multilevel Perspective

Illustrations depicting complex structures or processes combine macroscopic and
microscopic views to help students see the relationships between increasingly
detailed drawings.

Superior-
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artery
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artery vein
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vessel wall

Inferior-
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Endothelium

End of Section

At the end of sections throughout the book, you will find a
summary, review questions, key terms, and clinical terms.

SECTION E SUMMAR List the major hormones that control growth.
Describe the relationship between growth hormone and IGF-1 and
Bone Growth the roles of each in growth.
. What are the effects of growth hormone on protein synthesis?
What is the status of growth hormone secretion at different stages

IS

1. A bone lengthens as osteoblasts at the shaft edge of the epiphyseal
growth plates convert cartilage to bone while new cartilage is
simultancously being laid down in the plates. of life?

I1. Growth ceases when the plates are completely converted to bone. State the effects of the thyroid hormones on growth.
Describe the effects of testosterone on growth, cessation of growth,

BPIR) Figure 12.69 Coronary artery disease and its treatment. (a) Anterior view of the heart showing the major coronary vessels. Inset
demonstrates narrowing due to ic plague. (b) D X-ray angi performed by injecting radiopaque dye shows a significant
ocelusion of the right coronary artery (arrow). (c) A guide wire is used to position and inflate a dye-filled balloon in the narrow region, and a wire-
mesh stent is inserted. d) Blood flows freely through the formerly narrowed region after the procedure. Photos b, ). and @) cosrtes of Matthew R. Woltt. M.D.

N

=~

©

Environmental Factors Influencing Growth

1. The major environmental factors influencing growth are nutrition
and disease.
11. Maternal malnutrition during pregnancy may produce irreversible
growth stunting and mental deficiency in offspring.

Hormonal Influences on Growth
1. Growth hormone is the major stimulus of postnatal growth.

a. Itstimulates the release of IGF-1 from the liver and many other
cells, and IGF-1 then acts locally (and also as a circulating
hormone) to stimulate cell division.

b. Growth hormone also acts directly on cells to stimulate protein
synthesis.

¢. Growth hormone secretion is highest during adolescence.

L. Because thyroid hormone is required for growth hormone synthesis
and the growth-promoting effects of this hormone, it is essential
for normal growth during childhood and adolescence. It is also
permissive for brain development during infancy.

1. Insulin stimulates growth mainly during fetal life.

IV. Mainly by stimulating growth hormone secretion, testosterone

and estrogen promote bone growth during adolescence, but

these hormones also cause epiphyseal closure. Testosterone also

stimulates protein synthesis.

. High concentrations of cortisol inhibit growth and stimulate
protein catabolism.

SECTION E REVIEW QUESTIONS

1. Describe the process by which bone lengthens.
2. What are the effects of malnutrition on growth?

<

and protein synthesis. Which of these effects does estrogen also
exert?
9. What is the effect of cortisol on growth?
10. Give two ways in which short stature can occur.

SECTION E KEY TERMS

11.17 Bone Growth

bone age epiphyses
chondrocytes osteablasts
epiphyseal closure shaft

epiphyseal growth plate

11.18 Environmental Factors ing Growth

catch-up growth
11.19 Hormonal Influences on Growth

insulin-like growth factor 2
(IGF-2)

SECTION E CLINICAL TERMS

11.19 Hormonal Influences on Growth

anabolic steroids short stature
growth hormone-insensitivity
syndrome

xviii Guided Tour Through a Chapter



End of Chapter
At the end of the chapters, you will find

® Recall and Comprehend Questions that are
designed to test student comprehension of key
concepts.

when

s a0 e

CHAPTER 12

Hematocrit is increased

a person has a vitamin By, deficiency.

by an increase in secretion of erythropoietin.
when the number of white blood cells is increased.
by a hemorrhage.

n response to excess oxygen delivery to the kidneys.

‘The principal site of erythrocyte production is

c. the bone marrow.

e. the lymph nodes.

Which of the following contains blood with the lowest oxygen content?

c. right ventricle
d. pulmonary veins

c. systemic arterioles

If other factors are equal, which of the following vessels would have the
Towest resistance?

length = 1 em, radius = 1 em

length = 4 cm, radius = 1 em

length = 8 cm, radius = 1 em

length = 1 cm, radius
length = 0.5 cm, radius = 2 em

2cm

Which of the following correctly ranks pressures during isovolumetric
contraction of a normal cardiac cycle?
. left ventricular > aortic > left atrial
b, aortic > left atrial > left ventricular
c. leftatrial > aortic > left ventricular
aortic > left ventricular > left atrial
e. left ventricular > left atrial > aortic

B Apply, Analyze, and Evaluate Questions 2 The princp
that challenge the student to go beyond the jfrodomic
memorization of facts to solve problems and to . <
encourage thinking about the meaning or broader .
significance of what has just been read.

® General Principles Assessment questions that test .
the student’s ability to relate the material covered -
in a given chapter to one or more of the General N
Principles of Physiology described in Chapter 1. 5w
This provides a powerful unifying theme to a
understanding all of physiology and is also an ¢
excellent gauge of a student’s progress from the 5

beginning to the end of a semester.
B Answers to the Physiological Inquiries in that

‘onsidered as a whole, the body’s capillaries have
a. smaller cross-sectional area than the arteries.
b, less total blood flow than in the veins.

c. greater total resistance than the arterioles.

d. slower blood velocity than in the arteries.

e greater total blood flow than in the arteries.

EST QUESTIONS Recall and Comprehend

=

&

Answers appear in Appendix

These questions test your recall of important details covered in this chapter. They also help prepare you for the type of questions
encountered in standardized exams. Many additional questions of this type are available on Connect and LearnSmart.

‘What is mainly responsible for the delay between the atrial and ventricular

contractions?

a. the shallow slope of AV node pacemaker potentials

b, slow action potential conduction velocity of AV node cells

c. slow action potential conduction velocity along atrial muscle cell
membranes

d. slow action potential conduction in the Purkinje network of the ventricles

e. greater parasympathetic nerve firing to the ventricles than to the atria

. Which of the following pressures is closest to the mean arterial blood

pressure in a person whose systolic blood pressure is 135 mmHg and pulse
pressure is 50 mmHg?
. 110 mmHg
. 78 mmHg
102 mmHg
L 152 mmHg

a
b
c
d
e. 85 mmHg

. Which of the following would help restore homeostasis in the first few

moments after a person’s mean arterial pressure became clevated?

a. a decrease in baroreceptor action potential frequency

b. a decrease in action potential frequency along parasympathetic neurons
to the heart

¢. an increase in action potential frequency along sympathetic neurons to
the heart

d. adecrease in action potential frequency along sympathetic neurons to
arterioles

e. anincrease in total peripheral resistance

Which s false about L-type Ca>* channels in cardiac ventricular muscle cells?

a. They are open during the plateau of the action potential.

b. They allow Ca®” entry that triggers sarcoplasmic reticulum Ca® release.

c. They are found in the T-tubule membrane.

d. They open in response to depolarization of the membrane.

e. They contribute to the pacemaker potential

Which correctly pairs an ECG phase with the cardiac event responsible?

a. P wave: depolarization of the ventricles

b. P wave: depolarization of the AV node

. QRS wave: depolarization of the ventricles

d. QRS wave: repolarization of the ventricles

e. T wave: repolarization of the atria

chapter.

CHAPTER and Evaluate

EST QUESTIONS Apply, Anal;

These questions, which are designed to be challenging, require you to integrate concepts covered in the chapter to draw your own
conclusions. See if you can first answer the questions without using the hints that are provided; then, if you are having difficulty, refer
back to the figures or sections indicated in the hints.

1. A person is found to have a hematocrit of 35%. Can you conclude that there
i a decreased volume of erythrocytes in the blood? Explain. Hint: See
Figure 12.1 and remember the formula for hematocrit.

2. Which would cause a greater increase in resistance to flow, a doubling
of blood viscosity or a halving of tube radius? Hint: See equation 122 in
Section 12.2.

»

1. A general principle of physiology states that information flow between cells,
tissues, and organs is an essential feature of homeostasis and allows for
integration of physiological processes. How s this principle demonstrated
by the relationship between the circulatory and endocrine systems?

The left AV valve has only two large leaflets, while the right AV valve has
three smaller leaflets. It is a general principle of physiology that structure

is a determinant of—and has coevolved with—function. Although it is
unknown why the two valves differ in structure in this way, what difference

cHAPTER 12 TEST QUESTIONS General Principles Assessment

Answers appear in Appendix A.

These questions reinforce the key theme first introduced in Chapter 1, that general principles of physiology can be applied across all
levels of organization and across all organ systems.

in the functional demands of the left side of the heart might explain why
there is one less valve leaflet than on the right side?

. Two of the body’s important fluid compartments are those of the

interstitial fluid and plasma. How does the liver’s production of plasma
proteins interact with those compartments to illustrate the general
principle of physiology, Controlled exchange of materials occurs between
compartments and across cellular membranes?

Figure 121 The hematocrit would be 33% because the red blood cell
volume is the difference between total blood volume and plasma volume
(45— 3.0 = 1.5 L), and hematocrit is determined by the fraction of whole
blood that s red blood cells (1.5 L/4.5 L = 0.3, or 33%).

Figure 12,6 The major change in blood flow would be an increase to
certain abdominal organs, notably the stomach and small intestines. This
change would provide the additional oxygen and nutrients required to
meet the increased metabolic demands of digestion and absorption of the
breakdown products of food. Blood flow to the brain and other organs
would not be expected to change significantly, but there might be a small
increase in blood flow to the skeletal muscles associated with chewing and
swallowing. Consequently, the total blood flow in a resting person during
and following a meal would be expected to increase.

a connect

Test your recall, comprehension, and critical
thinking skills with interactive questions
about cardiovascular physiology assigned by
your instructor. Also access McGraw-Hill
LearnSmart®/SmartBook® and Anatomy &
Physiology REVEALED from your McGraw-

Hill Connect® home page. more attention.

Figure 12.11

Do you have trouble accessing and retaining
key concepts when reading a textbook? This
personalized adaptive learning tool serves as a
guide to your reading by helping you discover
which aspects of cardiovascular physiology
you have mastered, and which will require

than that on side A. The summed wall area would be the same in both
sides. The formula for circumference of a circle is 2m; so the wall
circumference in side A would be 2 X 3.14 X 2 = 12.56; for the two tubes
on side B, it would be (2 X 3.14 X 1) + (2 X 3.14 X 1) = 12.56. However,
the total cross section through which flow occurs would be larger in side
A than in side B. The formula for cross-sectional area of a circle is 7, so
the area of side A would be 3.14 X 2* = 12.56, whereas the summed area
of the tubes in side B would be (3.14 X 1) + (3.14 X 1) = 6.28. Thus,
even with two outflow tubes on side B, there would be more flow through
side A

A:If this diagram included a systemic portal vessel, the order
of structures in the lower box would be: aorta — arteries — arterioles —

ating view inside real human bodies
that also incorporates animations to help you
understand cardiovascular physiology.

CHAPTER 12 ANSWERS TO PHYSIOLOGICAL INQUIRY QUESTIONS

Figure 12.8 No. The flow on side B would be doubled, but still less

LINE S TOOL
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Updates and Additions

In addition to updating material throughout the text to reflect cutting-edge changes in physiology and medicine, the authors have introduced
the following:

B The test questions at the end of each chapter include dozens of new, revised, or updated questions. In addition, they are now
organized according to Bloom’s taxonomy and reflect a range of cognitive skills from recall to synthesis. Those questions at the
highest Bloom level have hints provided to guide the student back to a relevant figure, table, or section in the text or to prompt
their thinking along specific lines.

® The chapters have been carefully examined for opportunities to break up challenging text into smaller, more manageable
portions. To that end, the authors have introduced nearly 100 new subheadings throughout the chapters where they can best
help students instantly recognize the key topics covered in a given section of text.

® The Clinical Case Studies at the end of each chapter have been expanded to follow the format of Chapter 19. Each Clinical
Case Study now has several “Reflect and Review” questions interspersed within the case. These are opportunities for students
to connect aspects of the physiology in each case with material they learned earlier in that chapter or even in earlier chapters.
It is a great way to make connections and to learn to appreciate the integrative nature of physiology. These additions will help
reinforce the importance of knowledge of physiological principles to pathophysiology.

m All of the Clinical Case Studies now include flow charts, clinical photos, or other artwork to help the students navigate through
these sophisticated, real-life medical cases.

® As part of our ongoing effort to present physiology to beginning students in as clear and complete a manner possible, we have added
dozens of new or revised pieces of art to the text to maximize the instructional value of the illustrations and to provide updated
information that reflects the exciting discoveries in physiology that continually demonstrate the dynamic nature of this field of science.

® Finally, the popularity of a new feature introduced in the thirteenth edition called “General Principles of Physiology”
prompted us to reference these principles more frequently where relevant in each chapter. These principles have also been
incorporated into 32 new Physiological Inquiries associated with figures throughout the text. This combines two valuable
instructional features of the text that foster an integrated approach to learning physiology. We are gratified to hear from
instructors and users of the book that this conceptual approach to mastering physiology has proven to be of such benefit.

® We are very pleased to have been able to incorporate real student data points and input, derived from thousands of our
LearnSmart users, to help guide our revision. LearnSmart Heat Maps provided a quick visual snapshot of usage of portions
of the text and the relative difficulty students experienced in mastering the content. With these data, we were able to hone not

only our text content but also the LearnSmart probes.

Chapter 1 A new flow chart that describes the sequence of
events occurring in the chapter-ending case study has
been added. Two additional figures have been revised and
updated, and five new test questions have been added to the
end of the chapter.

Chapter 2 A new image of a blood smear that includes sickled
erythrocytes has been added. Three additional figures
and tables have been updated and revised. Four new test
questions have been added.

Chapter 3 New material on motile and nonmotile cilia and
ciliopathies has been added. A new figure on ATP synthesis
has been added. A new flow chart illustrating the effect
of furanocuramin ingestion on the intestinal absorption of
medicines has been added to the case study at the end of
the chapter. Five additional figures have been updated or
modified for improved visual clarity.

XX

Chapter 4 A new figure depicting the difference between
transcellular and paracellular water and solute movement
has been added, and a new micrograph comparing normal
and swollen erythrocytes has been added to the case study
at the end of the chapter. Three additional figures have been
updated or revised.

Chapter 5 A new figure depicting the general domain structure
of intracellular receptors has been added. A new table has
been added to the case study to illustrate the mechanisms
of target cell insensitivity to ligands. Two additional figures
have been updated or revised. The text has been reorganized
in places for improved clarity.

Chapter 6 New figures of an image of a brain from a patient
with multiple sclerosis, an illustration of an electrical
synapse, and a micrograph of a cross section of a nerve have
been added. Sixteen additional figures have been revised or



updated. Numerous subheadings have been added to the text
to break complex topics into more manageable segments.
The description of brain anatomy has been reorganized to
match adult structures with structures during development.
The description of resting membrane potential has been
revised for clarity.

Chapter 7 Numerous subheadings have been added to the text
to break up complex topics into more manageable segments.
The major pathologies of the eye are now discussed
together in a new subsection. A new figure showing the
Epley maneuver has been added to the case study, and eight
additional figures have been updated or revised.

Chapter 8 Two figures have been updated or revised, and the
text has been carefully edited for updated information.

Chapter 9 In addition to five revised figures, a new flow chart
figure has been added to the case study at the end of the
chapter to illustrate the events of malignant hyperthermia.
Numerous subheadings have been added to the text to
break complex topics into more manageable segments. The
description of smooth muscle anatomy has been revised for
better understanding.

Chapter 10 In addition to revised figures, a new image of C.
tetani has been added to the case study at the end of the
chapter.

Chapter 11 In addition to four updated or revised figures, a
new figure illustrating the pathophysiology of acromegaly
has been added to the case study at the end of the chapter.

Chapter 12 The chapter has been reorganized to introduce
basic information on blood earlier in the chapter. The
discussion of the Purkinje fibers and their function in
cardiac electrophysiology has been updated. Seven figures
and two tables have been updated or revised. A completely

new case study with two new figures has been added to the
end of the chapter. Numerous subheadings have been added
to the text to break up complex topics into more manageable
segments.

Chapter 13 A new figure providing details about the muscles
of respiration during inspiration and expiration has been
added, and three other figures or tables have been updated
or revised.

Chapter 14 In addition to six revised or updated figures, a new
figure illustrated the anatomy of the human kidney has been
added. New text describing the effects of vasopressin on the
osmolarity of the renal medulla has been added.

Chapter 15 A new figure showing intestinal microvilli has
been added, and twelve figures have been revised and
improved. Numerous subheadings have been introduced to
help streamline complex material.

Chapter 16 Four figures have been modified and new
subheadings have been introduced.

Chapter 17 New and revised text has been added to the
sections on contraception, menopause, and relaxin. A new
figure illustrating the pathophysiology of prolactinoma has
been added, and nine figures and tables have been modified
or updated to reflect new information or to improve
presentation.

Chapter 18 One new figure (micrograph of the ebola virus) has
been added, and four figures have been updated or revised.
Five new Physiological Inquiries have been added to select
figures.

Chapter 19 The text has been carefully edited to reflect
current trends in the diagnosis and treatment of the
pathologies presented in each case study.
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Homeostasis:

CHAPTER

A Framework for Human Physiology

The Scope of Human Physiology

1.2 How Is the Body Organized?
Muscle Cells and Tissue
Neurons and Nervous Tissue
Epithelial Cells and Epithelial Tissue
Connective-Tissue Cells and Connective Tissue
Organs and Organ Systems

1.3 Body Fluid Compartments

1.4 Homeostasis: A Defining Feature
of Physiology

1.5 General Characteristics of Homeostatic
Control Systems
Feedback Systems
Resetting of Set Points
Feedforward Regulation

1.6 Components of Homeostatic Control
Systems
Reflexes
Local Homeostatic Responses

1.7 The Role of Intercellular Chemical
Messengers in Homeostasis

1.8 Processes Related to Homeostasis
Adaptation and Acclimatization Maintenance of body temperature is an example of homeostasis.

Biological Rhythms
Balance of Chemical Substances in the Body
1.9 General Principles of Physiology

subject of human physiology and the central role of homeostasis
Chapter 1 Clinical Case Study

in the study of this science. An understanding of the functions of
the body also requires knowledge of the structures and relationships of
the body parts. For this reason, this chapter also introduces the way the
body is organized into cells, tissues, organs, organ systems, and fluid
compartments. Lastly, several “General Principles of Physiology” are
introduced. These serve as unifying themes throughout the textbook,
and the reader is encouraged to return to them often to see how they
apply to the material covered in subsequent chapters.

The purpose of this chapter is to provide an orientation to the




1.1 The Scope of Human
Physiology

Physiology is the study of how living organisms function.
At one end of the spectrum, it includes the study of individual
molecules—for example, how a particular protein’s shape and
electrical properties allow it to function as a channel for ions to
move into or out of a cell. At the other end, it is concerned with
complex processes that depend on the integrated functions of
many organs in the body—for example, how the heart, kidneys,
and several glands all work together to cause the excretion of more
sodium ions in the urine when a person has eaten salty food.

Physiologists are interested in function and integration—
how parts of the body work together at various levels of organi-
zation and, most importantly, in the entire organism. Even when
physiologists study parts of organisms, all the way down to indi-
vidual molecules, the intention is ultimately to apply the informa-
tion they gain to understanding the function of the whole body. As
the nineteenth-century physiologist Claude Bernard put it, “After
carrying out an analysis of phenomena, we must . . . always recon-
struct our physiological synthesis, so as to see the joint action of
all the parts we have isolated. . . .”

Finally, in many areas of this text, we will relate physiology
to human health. Some disease states can be viewed as physiology
“gone wrong,” or pathophysiology, which makes an understand-
ing of physiology essential for the study and practice of medicine.
Indeed, many physiologists are actively engaged in research on
the physiological bases of a wide range of diseases. In this text,
we will give many examples of the basic physiology that underlies
disease. A handy index of all the diseases and medical conditions
discussed in this text, and their causes and treatments, appears in
Appendix B.

We turn first to an overview of the anatomical organiza-
tion of the human body, including the ways in which the cells
of the body are organized into higher levels of structure. As we
will see throughout the text, the structures of objects—such
as the heart, lungs, or kidneys—determine in large part their
functions.

1.2 How Is the Body Organized?

The simplest structural units into which a complex multicellular
organism can be divided and still retain the functions charac-
teristic of life are called cells (Figure 1.1). Each human being
begins as a single cell, a fertilized egg, which divides to create
two cells, each of which divides in turn to result in four cells,
and so on. If cell multiplication were the only event occur-
ring, the end result would be a spherical mass of identical cells.
During development, however, each cell becomes specialized
for the performance of a particular function, such as produc-
ing force and movement or generating electrical signals. The
process of transforming an unspecialized cell into a special-
ized cell is known as cell differentiation, the study of which
is one of the most exciting areas in biology today. About 200
distinct kinds of cells can be identified in the body in terms of
differences in structure and function. When cells are classified
according to the broad types of function they perform, how-
ever, four major categories emerge: (1) muscle cells, (2) neurons,
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(3) epithelial cells, and (4) connective-tissue cells. In each of
these functional categories, several cell types perform variations
of the specialized function. For example, there are three types of
muscle cells—skeletal, cardiac, and smooth. These cells differ
from each other in shape, in the mechanisms controlling their



contractile activity, and in their location in the various organs of
the body, but each of them is a muscle cell.

In addition to differentiating, cells migrate to new locations
during development and form selective adhesions with other cells
to produce multicellular structures. In this manner, the cells of
the body arrange themselves in various combinations to form
a hierarchy of organized structures. Differentiated cells with
similar properties aggregate to form tissues. Corresponding to
the four general categories of differentiated cells, there are four
general types of tissues: (1) muscle tissue, (2) nervous tissue,
(3) epithelial tissue, and (4) connective tissue. The term tissue is
used in different ways. It is formally defined as an aggregate of a
single type of specialized cell. However, it is also commonly used
to denote the general cellular fabric of any organ or structure—for
example, kidney tissue or lung tissue, each of which in fact usually
contains all four types of tissue.

One type of tissue combines with other types of tissues to
form organs, such as the heart, lungs, and kidneys. Organs, in
turn, work together as organ systems, such as the urinary system
(see Figure 1.1). We turn now to a brief discussion of each of the
four general types of cells and tissues that make up the organs of
the human body.

Muscle Cells and Tissue

As noted earlier, there are three types of muscle cells. These cells
form skeletal, cardiac, or smooth muscle tissue. All muscle cells
are specialized to generate mechanical force. Skeletal muscle cells
are attached through other structures to bones and produce move-
ments of the limbs or trunk. They are also attached to skin, such
as the muscles producing facial expressions. Contraction of skel-
etal muscle is under voluntary control, which simply means that
you can choose to contract a skeletal muscle whenever you wish.
Cardiac muscle cells are found only in the heart. When cardiac
muscle cells generate force, the heart contracts and consequently
pumps blood into the circulation. Smooth muscle cells surround
many of the tubes in the body—blood vessels, for example, or the
tubes of the gastrointestinal tract—and their contraction decreases
the diameter or shortens the length of these tubes. For example,
contraction of smooth muscle cells along the esophagus—the
tube leading from the pharynx to the stomach—helps “squeeze”
swallowed food down to the stomach. Cardiac and smooth muscle
tissues are said to be “involuntary” muscle, because you cannot
consciously alter the activity of these types of muscle. You will
learn about the structure and function of each of the three types of
muscle cells in Chapter 9.

Neurons and Nervous Tissue

A neuron is a cell of the nervous system that is specialized
to initiate, integrate, and conduct electrical signals to other
cells, sometimes over long distances. A signal may initiate new
electrical signals in other neurons, or it may stimulate a gland
cell to secrete substances or a muscle cell to contract. Thus,
neurons provide a major means of controlling the activities of
other cells. The incredible complexity of connections between
neurons underlies such phenomena as consciousness and per-
ception. A collection of neurons forms nervous tissue, such
as that of the brain or spinal cord. In some parts of the body,
cellular extensions from many neurons are packaged together

along with connective tissue (described shortly); these neuron
extensions form a nerve, which carries the signals from many
neurons between the nervous system and other parts of the
body. Neurons, nervous tissue, and the nervous system will be
covered in Chapter 6.

Epithelial Cells and Epithelial Tissue

Epithelial cells are specialized for the selective secretion and
absorption of ions and organic molecules, and for protection.
These cells are characterized and named according to their
unique shapes, including cuboidal (cube-shaped), columnar
(elongated), squamous (flattened), and ciliated. Epithelial tissue
(known as an epithelium) may form from any type of epithelial
cell. Epithelia may be arranged in single-cell-thick tissue, called
a simple epithelium, or a thicker tissue consisting of numerous
layers of cells, called a stratified epithelium. The type of epithe-
lium that forms in a given region of the body reflects the function
of that particular epithelium. For example, the epithelium that
lines the inner surface of the main airway, the trachea, consists
of ciliated epithelial cells (see Chapter 13). The beating of these
cilia helps propel mucus up the trachea and into the mouth, which
aids in preventing airborne particles and pollutants from reaching
the sensitive lung tissue.

Epithelia are located at the surfaces that cover the body or
individual organs, and they line the inner surfaces of the tubular
and hollow structures within the body, such as the trachea just men-
tioned. Epithelial cells rest on an extracellular protein layer called
the basement membrane, which (among other functions) anchors
the tissue (Figure 1.2). The side of the cell anchored to the base-
ment membrane is called the basolateral side; the opposite side,
which typically faces the interior (called the lumen) of a structure
such as the trachea or the tubules of the kidneys, is called the apical
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Figure 1.2 Epithelial tissue lining the inside of a structure such as a
kidney tubule. The basolateral side of the cell is attached to a basement
membrane. Each side of the cell can perform different functions, as in
this example in which glucose is transported across the epithelium, first
directed into the cell, and then directed out of the cell.
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side. A defining feature of many epithelia is that the two sides of all
the epithelial cells in the tissue may perform different physiological
functions. In addition, the cells are held together along their lateral
surfaces between the apical and basolateral membranes by extra-
cellular barriers called tight junctions (look ahead to Figure 3.9,
b and c, for a depiction of tight junctions). Tight junctions func-
tion as selective barriers regulating the exchange of molecules. For
example, as shown in Figure 1.2 for the kidney tubules, the apical
membranes transport useful solutes such as the sugar glucose from
the tubule lumen into the epithelial cell; the basolateral sides of the
cells transport glucose out of the cell and into the surrounding fluid
where it can reach the bloodstream. The tight junctions prevent glu-
cose from leaking “backward.”

Connective-Tissue Cells and Connective Tissue

Connective-tissue cells, as their name implies, connect, anchor,
and support the structures of the body. Some connective-tissue
cells are found in the loose meshwork of cells and fibers underly-
ing most epithelial layers; this is called loose connective tissue.
Another type called dense connective tissue includes the tough,
rigid tissue that makes up tendons and ligaments. Other types of
connective tissue include bone, cartilage, and adipose (fat-storing)
tissue. Finally, blood is a type of fluid connective tissue. This is
because the cells in the blood have the same embryonic origin as
other connective tissue, and because the blood connects the vari-
ous organs and tissues of the body through the delivery of nutri-
ents, removal of wastes, and transport of chemical signals from
one part of the body to another.

An important function of some connective tissue is to form
the extracellular matrix (ECM) around cells. The ECM consists
of a mixture of proteins; polysaccharides (chains of sugar mol-
ecules); and, in some cases, minerals, specific for any given tissue.
The ECM serves two general functions: (1) It provides a scaffold
for cellular attachments; and (2) it transmits information in the
form of chemical messengers to the cells to help regulate their
activity, migration, growth, and differentiation.

Some of the proteins of the ECM are known as fibers,
including ropelike collagen fibers and rubberband-like elastin
fibers. Others are and a mixture of nonfibrous proteins that contain
carbohydrate. In some ways, the ECM is analogous to reinforced
concrete. The fibers of the matrix, particularly collagen, which
constitutes as much as one-third of all bodily proteins, are like the
reinforcing iron mesh or rods in the concrete. The carbohydrate-
containing protein molecules are analogous to the surrounding
cement. However, these latter molecules are not merely inert pack-
ing material, as in concrete, but function as adhesion or recognition
molecules between cells. Thus, they are links in the communica-
tion between extracellular messenger molecules and cells.

Organs and Organ Systems

Organs are composed of two or more of the four kinds of tissues
arranged in various proportions and patterns, such as sheets, tubes,
layers, bundles, and strips. For example, the kidneys consist of
(1) a series of small tubes, each composed of a simple epithe-
lium; (2) blood vessels, whose walls contain varying quantities
of smooth muscle and connective tissue; (3) extensions from
neurons that end near the muscle and epithelial cells; and (4) a
loose network of connective-tissue elements that are interspersed
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throughout the kidneys and include the protective capsule that
surrounds the organ.

Many organs are organized into small, similar subunits
often referred to as functional units, each performing the func-
tion of the organ. For example, the functional unit of the kidney,
the nephron, contains the small tubes mentioned in the previous
paragraph. The total production of urine by the kidneys is the
sum of the amounts produced by the 2 million or so individual
nephrons.

Finally, we have the organ system, a collection of organs
that together perform an overall function (see Figure 1.1). For
example, the urinary system consists of the kidneys; the uri-
nary bladder; the ureters, the tubes leading from the kidneys to
the bladder; and the urethra, the tube leading from the bladder to
the exterior. Table 1.1 lists the components and functions of the
organ systems in the body. It is important to recognize, however,
that organ systems do not function “in a vacuum.” That is, they
function together to maintain a healthy body. As just one example,
blood pressure is controlled by the circulatory, urinary, nervous,
and endocrine systems working together.

1.3 Body Fluid Compartments

Another useful way to think about how the body is organized is to
consider body fluid compartments. When we refer to “body fluid,”
we are referring to a watery solution of dissolved substances such
as oxygen, nutrients, and wastes. This solution is present within
and around all cells of the body, and within blood vessels, and
is known as the internal environment. Body fluids exist in two
major compartments, intracellular fluid and extracellular fluid.
Intracellular fluid is the fluid contained within all the cells of
the body and accounts for about 67% of all the fluid in the body.
Collectively, the fluid present in the blood and in the spaces sur-
rounding cells is called extracellular fluid, that is, all the fluid
that is outside of cells. Of this, only about 20%—25% is in the fluid
portion of blood, which is called the plasma, in which the vari-
ous blood cells are suspended. The remaining 75%—80% of the
extracellular fluid, which lies around and between cells, is known
as the interstitial fluid. The space containing interstitial fluid is
called the interstitium. Therefore, the total volume of extracel-
lular fluid is the sum of the plasma and interstitial fluid volumes.
Figure 1.3 summarizes the relative volumes of water in the dif-
ferent fluid compartments of the body. Water accounts for about
55%—-60% of body weight in an adult.

As the blood flows through the smallest of blood vessels
in all parts of the body, the plasma exchanges oxygen, nutrients,
wastes, and other substances with the interstitial fluid. Because
of these exchanges, concentrations of dissolved substances are
virtually identical in the plasma and interstitial fluid, except for
protein concentration (which, as you will learn in Chapter 12,
remains higher in plasma than in interstitial fluid). With this
major exception, the entire extracellular fluid may be considered
to have a homogeneous solute composition. In contrast, the com-
position of the extracellular fluid is very different from that of the
intracellular fluid. Maintaining differences in fluid composition
across the cell membrane is an important way in which cells regu-
late their own activity. For example, intracellular fluid contains
many different proteins that are important in regulating cellular
events such as growth and metabolism. These proteins must be



TABLE 11 Organ Systems of the Body

Primary Functions
Transport of blood throughout the body

Digestion and absorption of nutrients and water;
elimination of wastes

Regulation and coordination of many activities in the
body, including growth, metabolism, reproduction, blood
pressure, water and electrolyte balance, and others

Defense against pathogens

System Major Organs or Tissues

Circulatory Heart, blood vessels, blood

Digestive Mouth, salivary glands, pharynx, esophagus, stomach, small
and large intestines, anus, pancreas, liver, gallbladder

Endocrine All glands or organs secreting hormones: pancreas,
testes, ovaries, hypothalamus, kidneys, pituitary, thyroid,
parathyroids, adrenals, stomach, small intestine, liver,
adipose tissue, heart, and pineal gland; and endocrine cells
in other organs

Immune White blood cells and their organs of production

Integumentary Skin

Lymphatic Lymph vessels, lymph nodes

Musculoskeletal Cartilage, bone, ligaments, tendons, joints, skeletal muscle

Nervous Brain, spinal cord, peripheral nerves and ganglia, sense
organs

Reproductive Male: testes, penis, and associated ducts and glands
Female: ovaries, fallopian tubes, uterus, vagina, mammary
glands

Respiratory Nose, pharynx, larynx, trachea, bronchi, lungs

Urinary Kidneys, ureters, bladder, urethra

retained within the intracellular fluid and are not required in the
extracellular fluid.

Compartmentalization is an important feature of physiol-
ogy and is achieved by barriers between the compartments. The
properties of the barriers determine which substances can move
between compartments. These movements, in turn, account for
the differences in composition of the different compartments. In
the case of the body fluid compartments, plasma membranes that
surround each cell separate the intracellular fluid from the extra-
cellular fluid. Chapters 3 and 4 describe the properties of plasma
membranes and how they account for the profound differences
between intracellular and extracellular fluid. In contrast, the two
components of extracellular fluid—the interstitial fluid and the
plasma—are separated from each other by the walls of the blood
vessels. Chapter 12 discusses how this barrier normally keeps
most of the extracellular fluid in the interstitial compartment and
restricts proteins mainly to the plasma.

With this understanding of the structural organization of the
body, we turn to a description of how balance is maintained in the
internal environment of the body.

Protection against injury and dehydration; defense
against pathogens; regulation of body temperature

Collection of extracellular fluid for return to blood;
participation in immune defenses; absorption of fats from
digestive system

Support, protection, and movement of the body;
production of blood cells

Regulation and coordination of many activities in the
body; detection of and response to changes in the internal
and external environments; states of consciousness;
learning; memory; emotion; others

Male: production of sperm; transfer of sperm to female

Female: production of eggs; provision of a nutritive
environment for the developing embryo and fetus;
nutrition of the infant

Exchange of carbon dioxide and oxygen; regulation of
hydrogen ion concentration in the body fluids

Regulation of plasma composition through controlled
excretion of ions, water, and organic wastes

1.4 Homeostasis: A Defining
Feature of Physiology

From the earliest days of physiology—at least as early as the
time of Aristotle—physicians recognized that good health was
somehow associated with a balance among the multiple life-
sustaining forces (“humours”) in the body. It would take mil-
lennia, however, for scientists to determine what it was that was
being balanced and how this balance was achieved. The advent
of modern tools of science, including the ordinary microscope,
led to the discovery that the human body is composed of tril-
lions of cells, each of which can permit movement of certain
substances—but not others—across the cell membrane. Over
the course of the nineteenth and twentieth centuries, it became
clear that most cells are in contact with the interstitial fluid. The
interstitial fluid, in turn, was found to be in a state of flux, with
water and solutes such as ions and gases moving back and forth
through it between the cell interiors and the blood in nearby cap-
illaries (see Figure 1.3a).
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PHYSIOLOGICAL INQUIRY

body weight is due to extracellular body water?

Answer can be found at end of chapter.

B What fraction of total-body water is extracellular? Assume that water constitutes 60% of a person’s body weight. What fraction of a person’s

It was further determined by careful observation that most
of the common physiological variables found in healthy organ-
isms such as humans—blood pressure; body temperature; and
blood-borne factors such as oxygen, glucose, and sodium ions,
for example—are maintained within a predictable range. This
is true despite external environmental conditions that may be far
from constant. Thus was born the idea, first put forth by Claude
Bernard, of a constant internal environment that is a prerequisite
for good health, a concept later refined by the American physiolo-
gist Walter Cannon, who coined the term homeostasis.

Originally, homeostasis was defined as a state of reason-
ably stable balance between physiological variables such as those
just described. However, this simple definition cannot give one a
complete appreciation of what homeostasis entails. There prob-
ably is no such thing as a physiological variable that is constant
over long periods of time. In fact, some variables undergo fairly
dramatic swings around an average value during the course of
a day, yet are still considered to be in balance. That is because
homeostasis is a dynamic, not a static, process.

Consider swings in the concentration of glucose in the blood
over the course of a day (Figure 1.4). After a typical meal, car-
bohydrates in food are broken down in the intestines into glucose
molecules, which are then absorbed across the intestinal epithe-
lium and released into the blood. As a consequence, the blood
glucose concentration increases considerably within a short time
after eating. Clearly, such a large change in the blood concentra-
tion of glucose is not consistent with the idea of a stable or static
internal environment. What is important is that once the concen-
tration of glucose in the blood increases, compensatory mecha-
nisms restore it toward the concentration it was before the meal.
These homeostatic compensatory mechanisms do not, however,
overshoot to any significant degree in the opposite direction. That
is, the blood glucose usually does not decrease below the premeal
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concentration, or does so only slightly. In the case of glucose, the
endocrine system is primarily responsible for this adjustment, but
a wide variety of control systems may be initiated to regulate other
homeostatic processes. In later chapters, we will see how every
organ of the human body contributes to homeostasis, sometimes
in multiple ways, and usually in concert with each other.

Homeostasis, therefore, does not imply that a given physi-
ological function or variable is rigidly constant with respect to
time but that it fluctuates within a predictable and often narrow
range. When disturbed above or below the normal range, it is
restored to normal.

What do we mean when we say that something varies within
a normal range? This depends on just what we are monitoring.
If the oxygen and carbon dioxide levels in the arterial blood of a
healthy person are measured, they barely change over the course
of time, even if the person exercises. Such a system is said to be
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tightly controlled and to demonstrate very little variability or scat-
ter around an average value. Blood glucose concentrations, as
we have seen, may vary considerably over the course of a day.
Yet, if the daily average glucose concentration was determined
in the same person on many consecutive days, it would be much
more predictable over days or even years than random, individual
measurements of glucose over the course of a single day. In other
words, there may be considerable variation in glucose values over
short time periods, but less when they are averaged over long peri-
ods of time. This has led to the concept that homeostasis is a state
of dynamic constancy. In such a state, a given variable like blood
glucose may vary in the short term but is stable and predictable
when averaged over the long term.

It is also important to realize that a person may be homeo-
static for one variable but not homeostatic for another. Homeo-
stasis must be described differently, therefore, for each variable.
For example, as long as the concentration of sodium ions in the
blood remains within a few percentage points of its normal range,
Na® homeostasis exists. However, a person whose Na® concentra-
tion is homeostatic may suffer from other disturbances, such as
an abnormally low pH in the blood resulting from kidney disease,
a condition that could be fatal. Just one nonhomeostatic variable,
among the many that can be described, can have life-threatening
consequences. Often, when one variable becomes significantly
out of balance, other variables in the body become nonhomeo-
static as a consequence. For example, when you exercise strenu-
ously and begin to get warm, you perspire, which helps maintain
body temperature homeostasis. This is important, because many
cells (notably neurons) malfunction at elevated temperatures.
However, the water that is lost in perspiration creates a situation
in which total-body water is no longer in balance. In general, if
all the major organ systems are operating in a homeostatic man-
ner, a person is in good health. Certain kinds of disease, in fact,
can be defined as the loss of homeostasis in one or more systems
in the body. To elaborate on our earlier definition of physiology,
therefore, when homeostasis is maintained, we refer to physiol-
ogy; when it is not, we refer to pathophysiology (from the Greek
pathos, meaning “suffering” or “disease”).

1.5 General Characteristics of
Homeostatic Control Systems

The activities of cells, tissues, and organs must be regulated and
integrated with each other so that any change in the extracellular
fluid initiates a reaction to correct the change. The compensat-
ing mechanisms that mediate such responses are performed by
homeostatic control systems.

Consider again an example of the regulation of body temper-
ature. This time, our subject is a resting, lightly clad man in a room
having a temperature of 20°C and moderate humidity. His internal
body temperature is 37°C, and he is losing heat to the external envi-
ronment because it is at a lower temperature. However, the chemical
reactions occurring within the cells of his body are producing heat
at a rate equal to the rate of heat loss. Under these conditions, the
body undergoes no net gain or loss of heat, and the body tempera-
ture remains constant. The system is in a steady state, defined as a
system in which a particular variable—temperature, in this case—
is not changing but in which energy—in this case, heat—must be

added continuously to maintain a constant condition. (Steady state
differs from equilibrium, in which a particular variable is not
changing but no input of energy is required to maintain the con-
stancy.) The steady-state temperature in our example is known as
the set point of the thermoregulatory system.

This example illustrates a crucial generalization about homeo-
stasis. Stability of an internal environmental variable is achieved by
the balancing of inputs and outputs. In the previous example, the
variable (body temperature) remains constant because metabolic
heat production (input) equals heat loss from the body (output).

Now imagine that we rapidly decrease the temperature of the
room, say to 5°C, and keep it there. This immediately increases
the loss of heat from our subject’s warm skin, upsetting the bal-
ance between heat gain and loss. The body temperature therefore
starts to decrease. Very rapidly, however, a variety of homeostatic
responses occur to limit the decrease. Figure 1.5 summarizes these
responses. The reader is urged to study Figure 1.5 and its legend
carefully because the figure is typical of those used throughout the
remainder of the book to illustrate homeostatic systems, and the
legend emphasizes several conventions common to such figures.

The first homeostatic response is that blood vessels to the skin
become constricted (narrowed), reducing the amount of blood flow-
ing through the skin. This reduces heat loss from the warm blood
across the skin and out to the environment and helps maintain body
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Figure 1.5 A homeostatic control system maintains body temperature
when room temperature decreases. This flow diagram is typical of
those used throughout this book to illustrate homeostatic systems, and
several conventions should be noted. The “Begin” sign indicates where
to start. The arrows next to each term within the boxes denote increases
or decreases. The arrows connecting any two boxes in the figure denote
cause and effect; that is, an arrow can be read as “causes” or “leads to.”
(For example, decreased room temperature “leads to” increased heat
loss from the body.) In general, you should add the words “tends to”

in thinking about these cause-and-effect relationships. For example,
decreased room temperature tends to cause an increase in heat loss from
the body, and curling up tends to cause a decrease in heat loss from

the body. Qualifying the relationship in this way is necessary because
variables like heat production and heat loss are under the influence of
many factors, some of which oppose each other.
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temperature. At a room temperature of 5°C, however, blood vessel
constriction cannot by itself eliminate the extra heat loss from the
body. Like the person shown in the chapter-opening photo, our sub-
ject hunches his shoulders and folds his arms in order to reduce the
surface area of the skin available for heat loss. This helps somewhat,
but heat loss still continues, and body temperature keeps decreasing,
although at a slower rate. Clearly, then, if excessive heat loss (output)
cannot be prevented, the only way of restoring the balance between
heat input and output is to increase input, and this is precisely what
occurs. Our subject begins to shiver, and the chemical reactions
responsible for the skeletal muscle contractions that constitute shiv-
ering produce large quantities of heat.

Feedback Systems

The thermoregulatory system just described is an example of a
negative feedback system, in which an increase or decrease in the
variable being regulated brings about responses that tend to move
the variable in the direction opposite (“negative” to) the direction
of the original change. Thus, in our example, a decrease in body
temperature led to responses that tended to increase the body
temperature—that is, move it toward its original value.

Without negative feedback, oscillations like some of those
described in this chapter would be much greater and, therefore,
the variability in a given system would increase. Negative feed-
back also prevents the compensatory responses to a loss of homeo-
stasis from continuing unabated. Details of the mechanisms and
characteristics of negative feedback in different systems will be
addressed in later chapters. For now, it is important to recognize
that negative feedback has a vital part in the checks and balances
on most physiological variables.

Negative feedback may occur at the organ, cellular, or
molecular level. For instance, negative feedback regulates many
enzymatic processes, as shown in schematic form in Figure 1.6.
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Figure 1.6 Hypothetical example of negative feedback (as denoted
by the circled minus sign and dashed feedback line) occurring within
a set of sequential chemical reactions. By inhibiting the activity of the
first enzyme involved in the formation of a product, the product can
regulate the rate of its own formation.

PHYSIOLOGICAL INQUIRY

B What would be the effect on this pathway if negative feedback
was removed?

Answer can be found at end of chapter.

8 Chapter 1

(An enzyme is a protein that catalyzes chemical reactions.) In
this example, the product formed from a substrate by an enzyme
negatively feeds back to inhibit further action of the enzyme.
This may occur by several processes, such as chemical modi-
fication of the enzyme by the product of the reaction. The pro-
duction of adenosine triphosphate (ATP) within cells is a good
example of a chemical process regulated by feedback. Normally,
glucose molecules are enzymatically broken down inside cells
to release some of the chemical energy that was contained in the
bonds of the molecule. This energy is then stored in the bonds of
ATP. The energy from ATP can later be tapped by cells to power
such functions as muscle contraction, cellular secretions, and
transport of molecules across cell membranes. As ATP accu-
mulates in the cell, however, it inhibits the activity of some of
the enzymes involved in the breakdown of glucose. Therefore,
as ATP concentrations increase within a cell, further produc-
tion of ATP slows down due to negative feedback. Conversely,
if ATP concentrations decrease within a cell, negative feedback
is removed and more glucose is broken down so that more ATP
can be produced.

Not all forms of feedback are negative. In some cases,
positive feedback accelerates a process, leading to an “explosive”
system. This is counter to the general physiological principle of
homeostasis, because positive feedback has no obvious means of
stopping. Not surprisingly, therefore, positive feedback is much
less common in nature than negative feedback. Nonetheless, there
are examples in physiology in which positive feedback is very
important. One well-described example, which you will learn
about in Chapter 17, is the process of parturition (birth). As the
uterine muscles contract and a baby’s head is pressed against the
mother’s cervix during labor, signals are relayed via nerves from
the cervix to the mother’s brain. The brain initiates the secretion
into the blood of a molecule called oxytocin from the mother’s
pituitary gland. Oxytocin is a potent stimulator of further uter-
ine contractions. As the uterus contracts even harder in response
to oxytocin, the baby’s head is pushed harder against the cervix,
causing it to stretch more; this stimulates yet more nerve signals to
the mother’s brain, resulting in yet more oxytocin secretion. This
self-perpetuating cycle continues until finally the baby pushes
through the stretched cervix and is born.

Resetting of Set Points

As we have seen, changes in the external environment can dis-
place a variable from its set point. In addition, the set points for
many regulated variables can be physiologically reset to a new
value. A common example is fever, the increase in body temper-
ature that occurs in response to infection and that is somewhat
analogous to raising the setting of a thermostat in a room. The
homeostatic control systems regulating body temperature are still
functioning during a fever, but they maintain the temperature at
an increased value. This regulated increase in body temperature
is adaptive for fighting the infection, because elevated tempera-
ture inhibits proliferation of some pathogens. In fact, this is why
a fever is often preceded by chills and shivering. The set point for
body temperature has been reset to a higher value, and the body
responds by shivering to generate heat.

The example of fever may have left the impression that set
points are reset only in response to external stimuli, such as the
presence of pathogens, but this is not the case. Indeed, the set



points for many regulated variables change on a rhythmic basis
every day. For example, the set point for body temperature is
higher during the day than at night.

Although the resetting of a set point is adaptive in some
cases, in others it simply reflects the clashing demands of differ-
ent regulatory systems. This brings us to one more generalization.
It is not possible for everything to be held constant by homeo-
static control systems. In our earlier example, body temperature
was maintained despite large swings in ambient temperature, but
only because the homeostatic control system brought about large
changes in skin blood flow and skeletal muscle contraction. More-
over, because so many properties of the internal environment are
closely interrelated, it is often possible to keep one property rela-
tively stable only by moving others away from their usual set point.
This is what we mean by ‘“clashing demands,” which explains the
phenomenon mentioned earlier about the interplay between body
temperature and water balance during exercise.

The generalizations we have given about homeostatic con-
trol systems are summarized in Table 1.2. One additional point is
that, as is illustrated by the regulation of body temperature, multi-
ple systems usually control a single parameter. The adaptive value
of such redundancy is that it provides much greater fine-tuning
and also permits regulation to occur even when one of the systems
is not functioning properly because of disease.

Feedforward Regulation

Another type of regulatory process often used in conjunction
with feedback systems is feedforward, in which changes in
regulated variables are anticipated and prepared for before they
actually occur. Control of body temperature is a good example
of a feedforward process. The temperature-sensitive neurons that
trigger negative feedback regulation of body temperature when
it begins to decrease are located inside the body. In addition,
there are temperature-sensitive neurons in the skin; these cells,
in effect, monitor outside temperature. When outside tempera-
ture decreases, as in our example, these neurons immediately
detect the change and relay this information to the brain. The
brain then sends out signals to the blood vessels and muscles,
resulting in heat conservation and increased heat production. In
this manner, compensatory thermoregulatory responses are acti-
vated before the colder outside temperature can cause the inter-
nal body temperature to decrease. In another familiar example,
the smell of food triggers nerve responses from odor receptors

TABLE 1.2

in the nose to the cells of the digestive system. The effect is to
prepare the digestive system for the arrival of food before we
even consume it, for example, by inducing saliva to be secreted
in the mouth and causing the stomach to churn and produce acid.
Thus, feedforward improves the speed of the body’s homeostatic
responses and minimizes fluctuations in the level of the variable
being regulated—that is, it reduces the amount of deviation from
the set point.

In our examples, feedforward regulation utilizes a set of
external or internal environmental detectors. It is likely, however,
that many examples of feedforward regulation are the result of a
different phenomenon—Iearning. The first times they occur, early
in life, perturbations in the external environment probably cause
relatively large changes in regulated internal environmental fac-
tors, and in responding to these changes the central nervous sys-
tem learns to anticipate them and resist them more effectively. A
familiar form of this is the increased heart rate that occurs in an
athlete just before a competition begins.

1.6 Components of Homeostatic
Control Systems
Reflexes

The thermoregulatory system we used as an example in the previ-
ous section and many of the other homeostatic control systems
belong to the general category of stimulus—response sequences
known as reflexes. Although in some reflexes we are aware of the
stimulus and/or the response, many reflexes regulating the inter-
nal environment occur without our conscious awareness.

In the narrowest sense of the word, a reflex is a specific,
involuntary, unpremeditated, “built-in” response to a particular
stimulus. Examples of such reflexes include pulling your hand
away from a hot object or shutting your eyes as an object rapidly
approaches your face. Many responses, however, appear automatic
and stereotyped but are actually the result of learning and practice.
For example, an experienced driver performs many complicated
acts in operating a car. To the driver, these motions are, in large
part, automatic, stereotyped, and unpremeditated, but they occur
only because a great deal of conscious effort was spent learning
them. We term such reflexes learned or acquired reflexes. In
general, most reflexes, no matter how simple they may appear to
be, are subject to alteration by learning.

Some Important Generalizations About Homeostatic Control Systems

Stability of an internal environmental variable is achieved by balancing inputs and outputs. It is not the absolute magnitudes of the inputs and

outputs that matter but the balance between them.

In negative feedback, a change in the variable being regulated brings about responses that tend to move the variable in the direction opposite the

original change—that is, back toward the initial value (set point).

Homeostatic control systems cannot maintain complete constancy of any given feature of the internal environment. Therefore, any regulated
variable will have a more or less narrow range of normal values depending on the external environmental conditions.

The set point of some variables regulated by homeostatic control systems can be reset—that is, physiologically raised or lowered.

It is not always possible for homeostatic control systems to maintain every variable within a narrow normal range in response to an environmental
challenge. There is a hierarchy of importance, so that certain variables may be altered markedly to maintain others within their normal range.

Homeostasis: A Framework for Human Physiology 9
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Figure 1.7 General components of a reflex arc that functions as a
negative feedback control system. The response of the system has the
effect of counteracting or eliminating the stimulus. This phenomenon
of negative feedback is emphasized by the minus sign in the dashed
feedback loop.

The pathway mediating a reflex is known as the reflex arc,
and its components are shown in Figure 1.7. A stimulus is defined
as a detectable change in the internal or external environment, such
as a change in temperature, plasma potassium concentration, or
blood pressure. A receptor detects the environmental change. A
stimulus acts upon a receptor to produce a signal that is relayed to
an integrating center. The signal travels between the receptor and
the integrating center along the afferent pathway (the general term
afferent means “to carry to,” in this case, to the integrating center).

An integrating center often receives signals from many
receptors, some of which may respond to quite different types of
stimuli. Thus, the output of an integrating center reflects the net
effect of the total afferent input; that is, it represents an integration
of numerous bits of information.

The output of an integrating center is sent to the last compo-
nent of the system, whose change in activity constitutes the overall
response of the system. This component is known as an effector.
The information going from an integrating center to an effector
is like a command directing the effector to alter its activity. This
information travels along the efferent pathway (the general term
efferent means “to carry away from,” in this case, away from the
integrating center).

Thus far, we have described the reflex arc as the sequence of
events linking a stimulus to a response. If the response produced
by the effector causes a decrease in the magnitude of the stimulus
that triggered the sequence of events, then the reflex leads to nega-
tive feedback and we have a typical homeostatic control system.
Not all reflexes are associated with such feedback. For example,
the smell of food stimulates the stomach to secrete molecules that
are important for digestion, but these molecules do not eliminate
the smell of food (the stimulus).

Figure 1.8 demonstrates the components of a negative feed-
back homeostatic reflex arc in the process of thermoregulation.
The temperature receptors are the endings of certain neurons in
various parts of the body. They generate electrical signals in the
neurons at a rate determined by the temperature. These electri-
cal signals are conducted by nerves containing processes from
the neurons—the afferent pathway—to the brain, where the
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Figure 1.8 Reflex for minimizing the decrease in body temperature that occurs on exposure to a reduced external environmental temperature. This
figure provides the internal components for the reflex shown in Figure 1.5. The dashed arrow and the © indicate the negative feedback nature of the
reflex, denoting that the reflex responses cause the decreased body temperature to return toward normal. An additional flow-diagram convention is shown
in this figure: Blue boxes always denote events that are occurring in anatomical structures (labeled in blue italic type in the upper portion of the box).

PHYSIOLOGICAL INQUIRY

Answer can be found at end of chapter.

B What might happen to the efferent pathway in this control system if body temperature increased above normal?
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integrating center for temperature regulation is located. The inte-
grating center, in turn, sends signals out along neurons in other
nerves that cause skeletal muscles and the muscles in skin blood
vessels to contract. The nerves to the muscles are the efferent path-
way, and the muscles are the effectors. The dashed arrow and the
negative sign indicate the negative feedback nature of the reflex.

Almost all body cells can act as effectors in homeostatic
reflexes. Muscles and glands, however, are the major effectors
of biological control systems. In the case of glands, for exam-
ple, the effector may be a hormone secreted into the blood.
A hormone is a type of chemical messenger secreted into the
blood by cells of the endocrine system (see Table 1.1). Hormones
may act on many different cells simultaneously because they cir-
culate throughout the body.

Traditionally, the term reflex was restricted to situations in
which the receptors, afferent pathway, integrating center, and effer-
ent pathway were all parts of the nervous system, as in the ther-
moregulatory reflex. However, the principles are essentially the
same when a blood-borne chemical messenger, rather than a nerve,
serves as the efferent pathway, or when a hormone-secreting gland
serves as the integrating center.

In our use of the term reflex, therefore, we include hormones
as reflex components. Moreover, depending on the specific nature
of the reflex, the integrating center may reside either in the nervous
system or in a gland. In addition, a gland may act in more than one
way in a reflex. For example, when the glucose concentration in the
blood is increased, this is detected by gland cells in the pancreas
(receptor). These same cells then release the hormone insulin (effec-
tor) into the blood, which decreases the blood glucose concentration.

Local Homeostatic Responses

In addition to reflexes, another group of biological responses,
called local homeostatic responses, is of great importance for
homeostasis. These responses are initiated by a change in the
external or internal environment (that is, a stimulus), and they
induce an alteration of cell activity with the net effect of counter-
acting the stimulus. Like a reflex, therefore, a local response is the
result of a sequence of events proceeding from a stimulus. Unlike
areflex, however, the entire sequence occurs only in the area of the
stimulus. For example, when cells of a tissue become very meta-
bolically active, they secrete substances into the interstitial fluid
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gland cell
Q
Electrical *
Hormone signal
Blood Neurotransmitter

vessel

|

Target cells in
one or more
distant places in
the body

Neuron or effector
cell in close proximity
to site of neuro-
transmitter release

Paracrine substance

that dilate (widen) local blood vessels. The resulting increased
blood flow increases the rate at which nutrients and oxygen are
delivered to that area, and the rate at which wastes are removed.
The significance of local responses is that they provide individual
areas of the body with mechanisms for local self-regulation.

1.7 The Role of Intercellular Chemical
Messengers in Homeostasis

Essential to reflexes and local homeostatic responses—and there-
fore to homeostasis—is the ability of cells to communicate with
one another. In this way, cells in the brain, for example, can be
made aware of the status of activities of structures outside the
brain, such as the heart, and help regulate those activities to meet
new homeostatic challenges. In the majority of cases, intercellular
communication is performed by chemical messengers. There are
four categories of such messengers: hormones, neurotransmitters,
paracrine, and autocrine substances (Figure 1.9).

As noted earlier, a hormone is a chemical messenger that
enables the hormone-secreting cell to communicate with other cells
with the blood acting as the delivery system. The cells on which hor-
mones act are called the hormone’s target cells. Hormones are pro-
duced in and secreted from endocrine glands or in scattered cells
that are distributed throughout another organ. They have impor-
tant functions in essentially all physiological processes, including
growth, reproduction, metabolism, mineral balance, and blood pres-
sure, and are often produced whenever homeostasis is threatened.

In contrast to hormones, neurotransmitters are chemical
messengers that are released from the endings of neurons onto other
neurons, muscle cells, or gland cells. A neurotransmitter diffuses
through the extracellular fluid separating the neuron and its target
cell; it is not released into the blood like a hormone. Neurotransmit-
ters and their functions in neuronal signaling and brain function will
be covered in Chapter 6. In the context of homeostasis, they form the
signaling basis of many reflexes, as well as having a vital role in the
compensatory responses to a wide variety of challenges, such as the
requirement for increased heart and lung function during exercise.

Chemical messengers participate not only in reflexes
but also in local responses. Chemical messengers involved in
local communication between cells are known as paracrine
substances (or agents). Paracrine substances are synthesized

Local cell Local cell

Autocrine substance

| L

Target cells in close
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Autocrine substance
acts on same cell
that secreted the

substance

Figure 1.9 Categories of chemical messengers. With the exception
of autocrine messengers, all messengers act between cells—that is,
intercellularly.

Homeostasis: A Framework for Human Physiology 11



by cells and released, once given the appropriate stimulus, into
the extracellular fluid. They then diffuse to neighboring cells,
some of which are their target cells. Given this broad definition,
neurotransmitters could be classified as a subgroup of paracrine
substances, but by convention they are not. Once they have per-
formed their functions, paracrine substances are generally inac-
tivated by locally existing enzymes and therefore they do not
enter the bloodstream in large quantities. Paracrine substances
are produced throughout the body; an example of their key role
in homeostasis that you will learn about in Chapter 15 is their
ability to fine-tune the amount of acid produced by cells of the
stomach in response to eating food.

There is one category of local chemical messengers that are
not intercellular messengers—that is, they do not communicate
between cells. Rather, the chemical is secreted by a cell into the
extracellular fluid and then acts upon the very cell that secreted
it. Such messengers are called autocrine substances (or agents)
(see Figure 1.9). Frequently, a messenger may serve both paracrine
and autocrine functions simultaneously—that is, molecules of the
messenger released by a cell may act locally on adjacent cells as
well as on the same cell that released the messenger.

A point of great importance must be emphasized here to
avoid later confusion. A neuron, endocrine gland cell, and other
cell type may all secrete the same chemical messenger. In some
cases, a particular messenger may sometimes function as a neu-
rotransmitter, a hormone, or a paracrine or autocrine substance.
Norepinephrine, for example, is not only a neurotransmitter in the
brain; it is also produced as a hormone by cells of the adrenal
glands.

All types of intercellular communication described thus
far in this section involve secretion of a chemical messenger into
the extracellular fluid. However, there are two important types
of chemical communication between cells that do not require
such secretion. The first type occurs via gap junctions, which are
physical linkages connecting the cytosol between two cells (see
Chapter 3). Molecules can move directly from one cell to an adja-
cent cell through gap junctions without entering the extracellular
fluid. In the second type, the chemical messenger is not actually
released from the cell producing it but rather is located in the
plasma membrane of that cell. For example, the messenger may
be a plasma membrane protein with part of its structure extend-
ing into the extracellular space. When the cell encounters another
cell type capable of responding to the message, the two cells
link up via the membrane-bound protein. This type of signaling,
sometimes termed juxtacrine, is of particular importance in the
growth and differentiation of tissues as well as in the functioning
of cells that protect the body against pathogens (Chapter 18). It is
one way in which similar types of cells “recognize” each other
and form tissues.

1.8 Processes Related to Homeostasis

Adaptation and Acclimatization

The term adaptation denotes a characteristic that favors sur-
vival in specific environments. Homeostatic control systems
are inherited biological adaptations. The ability to respond to
a particular environmental stress is not fixed, however, but can
be enhanced by prolonged exposure to that stress. This type of
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adaptation—the improved functioning of an already existing
homeostatic system—is known as acclimatization.

Let us take sweating in response to heat exposure as an
example and perform a simple experiment. On day 1, we expose
a person for 30 minutes (min) to an elevated temperature and ask
her to do a standardized exercise test. Body temperature increases,
and sweating begins after a certain period of time. The sweating
provides a mechanism for increasing heat loss from the body and
therefore tends to minimize the increase in body temperature in a
hot environment. The volume of sweat produced under these con-
ditions is measured. Then, for a week, our subject enters the heat
chamber for 1 or 2 hours (h) per day and exercises. On day 8, her
body temperature and sweating rate are again measured during
the same exercise test performed on day 1. The striking finding is
that the subject begins to sweat sooner and much more profusely
than she did on day 1. As a consequence, her body temperature
does not increase to nearly the same degree. The subject has
become acclimatized to the heat. She has undergone an adaptive
change induced by repeated exposure to the heat and is now better
able to respond to heat exposure.

Acclimatizations are usually reversible. If, in the example
just described, the daily exposures to heat are discontinued, our
subject’s sweating rate will revert to the preacclimatized value
within a relatively short time.

The precise anatomical and physiological changes that bring
about increased capacity to withstand change during acclimatiza-
tion are highly varied. Typically, they involve an increase in the
number, size, or sensitivity of one or more of the cell types in the
homeostatic control system that mediates the basic response.

Biological Rhythms

As noted earlier, a striking characteristic of many body functions
is the rhythmic changes they manifest. The most common type
is the circadian rhythm, which cycles approximately once every
24 h. Waking and sleeping, body temperature, hormone concen-
trations in the blood, the excretion of ions into the urine, and many
other functions undergo circadian variation; an example of one
type of rhythm is shown in Figure 1.10.

What do biological rhythms have to do with homeostasis?
They add an anticipatory component to homeostatic control sys-
tems, in effect, a feedforward system operating without detectors.
The negative feedback homeostatic responses we described earlier
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Figure 1.10 Circadian rhythm of body temperature in a human
subject with room lights on (open bars at top) for 16 h, and off (blue
bars at top) for 8 h. Note the increase in body temperature that occurs
just prior to lights on, in anticipation of the increased activity and
metabolism that occur during waking hours. Source: Moore-Ede, M.C., and EM.
Sulzman: “The Clocks that Time us,” Harvard, Cambridge (MA), 1982



in this chapter are corrective responses. They are initiated after
the steady state of the individual has been perturbed. In contrast,
biological rhythms enable homeostatic mechanisms to be utilized
immediately and automatically by activating them at times when
a challenge is likely to occur but before it actually does occur. For
example, body temperature increases prior to waking in a person
on a typical sleep—wake cycle. This allows the metabolic machin-
ery of the body to operate most efficiently immediately upon wak-
ing, because metabolism (chemical reactions) is to some extent
temperature dependent. During sleep, metabolism is slower than
during the active hours, and therefore body temperature decreases
at that time. A crucial point concerning most body rhythms
is that they are internally driven. Environmental factors do not
drive the rhythm but rather provide the timing cues important for
entrainment, or setting of the actual hours of the rhythm. A clas-
sic experiment will clarify this distinction.

Subjects were put in experimental chambers that completely
isolated them from their usual external environment, including
knowledge of the time of day. For the first few days, they were
exposed to a 24 h rest—activity cycle in which the room lights
were turned on and off at the same times each day. Under these
conditions, their sleep—wake cycles were 24 h long. Then, all
environmental time cues were eliminated, and the subjects were
allowed to control the lights themselves. Immediately, their sleep—
wake patterns began to change. On average, bedtime began about
30 min later each day, and so did wake-up time. Thus, a sleep—
wake cycle persisted in the complete absence of environmental
cues. Such a rhythm is called a free-running rhythm. In this
case, it was approximately 24.5 h rather than 24. This indicates
that cues are required to entrain or set a circadian rhythm to 24 h.

The light—dark cycle is the most important environmental
time cue in our lives—but not the only one. Others include exter-
nal environmental temperature, meal timing, and many social
cues. Thus, if several people were undergoing the experiment just
described in isolation from each other, their free-running rhythms
would be somewhat different, but if they were all in the same
room, social cues would entrain all of them to the same rhythm.

Environmental time cues also function to phase-shift
rhythms—in other words, to reset the internal clock. Thus, if you fly
west or east to a different time zone, your sleep—wake cycle and other
circadian rhythms slowly shift to the new light—dark cycle. These
shifts take time, however, and the disparity between external time
and internal time is one of the causes of the symptoms of jet lag—a
disruption of homeostasis that leads to gastrointestinal disturbances,
decreased vigilance and attention span, sleep
problems, and a general feeling of malaise.

Similar symptoms occur in workers
on permanent or rotating night shifts. These
people generally do not adapt to their sched-
ules even after several years because they are
exposed to the usual outdoor light—dark cycle
(normal indoor lighting is too dim to function as

NET GAIN TO BODY

What is the neural basis of body rhythms? In the part of
the brain called the hypothalamus, a specific collection of neu-
rons (the suprachiasmatic nucleus) functions as the principal
pacemaker, or time clock, for circadian rhythms. How it keeps
time independent of any external environmental cues is not fully
understood, but it appears to involve the rhythmic turning on and
off of critical genes in the pacemaker cells.

The pacemaker receives input from the eyes and many other
parts of the nervous system, and these inputs mediate the entrain-
ment effects exerted by the external environment. In turn, the
pacemaker sends out neural signals to other parts of the brain,
which then influence the various body systems, activating some
and inhibiting others. One output of the pacemaker goes to the
pineal gland, a gland within the brain that secretes the hormone
melatonin. These neural signals from the pacemaker cause the
pineal gland to secrete melatonin during darkness but not dur-
ing daylight. It has been hypothesized, therefore, that melatonin
may act as an important mediator to influence other organs either
directly or by altering the activity of the parts of the brain that
control these organs.

Balance of Chemical Substances in the Body

Many homeostatic systems regulate the balance between addition
and removal of a chemical substance from the body. Figure 1.11
is a generalized schema of the possible pathways involved in
maintaining such balance. The pool occupies a position of central
importance in the balance sheet. It is the body’s readily available
quantity of the substance and is often identical to the amount pres-
ent in the extracellular fluid. The pool receives substances and
redistributes them to all the pathways.

The pathways on the left of Figure 1.11 are sources of net
gain to the body. A substance may enter the body through the gas-
trointestinal (GI) tract or the lungs. Alternatively, a substance may
be synthesized within the body from other materials.

The pathways on the right of the figure are causes of net loss
from the body. A substance may be lost in the urine, feces, expired
air, or menstrual fluid, as well as from the surface of the body as
skin, hair, nails, sweat, or tears. The substance may also be chemi-
cally altered by enzymes and thus removed by metabolism.

The central portion of the figure illustrates the distribu-
tion of the substance within the body. The substance may be
taken from the pool and accumulated in storage depots—such
as the accumulation of fat in adipose tissue. Conversely, it may
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Figure 1.11 Balance diagram for a chemical substance.
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leave the storage depots to reenter the pool. Finally, the sub-
stance may be incorporated reversibly into some other molec-
ular structure, such as fatty acids into plasma membranes.
Incorporation is reversible because the substance is liberated
again whenever the more complex structure is broken down. This
pathway is distinguished from storage in that the incorporation of
the substance into other molecules produces new molecules with
specific functions.

Substances do not necessarily follow all pathways of this
generalized schema. For example, minerals such as Na* cannot be
synthesized, do not normally enter through the lungs, and cannot be
removed by metabolism.

The orientation of Figure 1.11 illustrates two important
generalizations concerning the balance concept: (1) During
any period of time, total-body balance depends upon the rela-
tive rates of net gain and net loss to the body; and (2) the pool
concentration depends not only upon the total amount of the
substance in the body but also upon exchanges of the substance
within the body.

For any substance, three states of total-body balance
are possible: (1) Loss exceeds gain, so that the total amount of
the substance in the body is decreasing, and the person is in
negative balance; (2) gain exceeds loss, so that the total amount
of the substance in the body is increasing, and the person is in
positive balance; and (3) gain equals loss, and the person is in
stable balance.

Clearly, a stable balance can be upset by a change in the
amount being gained or lost in any single pathway in the schema.
For example, increased sweating can cause severe negative water
balance. Conversely, stable balance can be restored by homeo-
static control of water intake and output.

Let us take the balance of calcium ions (Ca®") as another
example. The concentration of Ca>" in the extracellular fluid is
critical for normal cellular functioning, notably muscle cells and
neurons, but also for the formation and maintenance of the skel-
eton. The vast majority of the body’s Ca** is present in bone. The
control systems for Ca’" balance target the intestines and kidneys
such that the amount of Ca®" absorbed from the diet is balanced
with the amount excreted in the urine. During infancy and child-
hood, however, the net balance of Ca®" is positive, and Ca* is
deposited in growing bone. In later life, especially in women after
menopause (see Chapter 17), Ca®" is released from bones faster
than it can be deposited, and that extra Ca”" is lost in the urine.
Consequently, the bone pool of Ca** becomes smaller, the rate of
Ca®" loss from the body exceeds the rate of intake, and Ca®>" bal-
ance is negative.

In summary, homeostasis is a complex, dynamic process
that regulates the adaptive responses of the body to changes
in the external and internal environments. To work properly,
homeostatic systems require a sensor to detect the environmen-
tal change, and a means to produce a compensatory response.
Because compensatory responses require muscle activity, behav-
ioral changes, or synthesis of chemical messengers such as hor-
mones, homeostasis is achieved by the expenditure of energy.
The nutrients that provide this energy, as well as the cellular
structures and chemical reactions that release the energy stored
in the chemical bonds of the nutrients, are described in the fol-
lowing two chapters.
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1.9 General Principles of Physiology

When you undertake a detailed study of the functions of the
human body, several fundamental, general principles of physiol-
ogy are repeatedly observed. Recognizing these principles and
how they manifest in the different organ systems can provide a
deeper understanding of the integrated function of the human
body. To help you gain this insight, beginning with Chapter 2,
the introduction to each chapter will highlight the general prin-
ciples demonstrated in that chapter. Your understanding of how
to apply the following general principles of physiology to a given
chapter’s content will then be tested with assessments at the end
of the chapter and in Physiological Inquiry questions associated
with certain figures.

1. Homeostasis is essential for health and survival. The
ability to maintain physiological variables such as body
temperature and blood sugar concentrations within
normal ranges is the underlying principle upon which
all physiology is based. Keys to this principle are the
processes of feedback and feedforward. Challenges
to homeostasis may result from disease or from
environmental factors such as famine or exposure to
extremes of temperature.

2. The functions of organ systems are coordinated with
each other. Physiological mechanisms operate and
interact at the levels of cells, tissues, organs, and organ
systems. Furthermore, the different organ systems in the
human body do not function independently of each other.
Each system typically interacts with one or more others to
control a homeostatic variable. A good example that you
will learn about in Chapters 12 and 14 is the coordinated
activity of the circulatory and urinary systems in
regulating blood pressure. This type of coordination
is often referred to as “integration” in physiological
contexts.

3. Most physiological functions are controlled by multiple
regulatory systems, often working in opposition.
Typically, control systems in the human body operate
such that a given variable, such as heart rate, receives both
stimulatory and inhibitory signals. As you will learn in
detail in Chapter 6, for example, the nervous system sends
both types of signals to the heart; adjusting the ratio of
stimulatory to inhibitory signals allows for fine-tuning of
the heart rate under changing conditions such as rest or
exercise.

4. Information flow between cells, tissues, and organs
is an essential feature of homeostasis and allows
for integration of physiological processes. Cells can
communicate with nearby cells via locally secreted
chemical signals; a good example of this is the signaling
between cells of the stomach that results in acid production,
a key feature of the digestion of proteins (see Chapter
15). Cells in one structure can also communicate long
distances using electrical signals or chemical messengers
such as hormones. Electrical and hormonal signaling will
be discussed throughout the textbook and particularly in
Chapters 6, 7, and 11.



Controlled exchange of materials occurs between
compartments and across cellular membranes. The
movement of water and solutes—such as ions, sugars,

and other molecules—between the extracellular and
intracellular fluid is critical for the survival of all cells,
tissues, and organs. In this way, important biological
molecules are delivered to cells and wastes are removed
and eliminated from the body. In addition, regulation of ion
movements creates the electrical properties that are crucial
to the function of many cell types. These exchanges occur
via several different mechanisms, which are introduced in
Chapter 4 and are reinforced where appropriate for each
organ system throughout the book.

Physiological processes are dictated by the laws of
chemistry and physics. Throughout this textbook,

you will encounter some simple chemical reactions,

such as the reversible binding of oxygen to the protein
hemoglobin in red blood cells (Chapter 13). The basic
mechanisms that regulate such reactions are reviewed

in Chapter 3. Physical laws, too, such as gravity,
electromagnetism, and the relation between the diameter
of a tube and the flow of liquid through the tube, help
explain things like why we may feel light-headed upon
standing too suddenly (Chapter 12, but also see the
Clinical Case Study that follows in this chapter), how
our eyes detect light (Chapter 7), and how we inflate our
lungs with air (Chapter 13).

Physiological processes require the transfer and balance
of matter and energy. Growth and the maintenance of
homeostasis require regulation of the movement and
transformation of energy-yielding nutrients and molecular
building blocks between the body and the environment
and between different regions of the body. Nutrients are
ingested (Chapter 15), stored in various forms (Chapter 16),
and ultimately metabolized to provide energy that can be
stored in the bonds of ATP (Chapters 3 and 16).

The concentrations of many inorganic molecules must also
be regulated to maintain body structure and function, for
example, the Ca®* found in bones (Chapter 11). One of

the most important functions of the body is to respond to
changing demands, such as the increased requirement for
nutrients and oxygen in exercising muscle. This requires

a coordinated allocation of resources to regions that most
require them at a particular time. The mechanisms by
which the organ systems of the body recognize and respond
to changing demands is a theme you will encounter
repeatedly in Chapters 6 through 19.

Structure is a determinant of—and has coevolved
with—function. The form and composition of cells,
tissues, organs, and organ systems determine how they
interact with each other and with the physical world.
Throughout the text, you will see examples of how different
body parts converge in their structure to accomplish similar
functions. For example, enormous elaborations of surface
areas to facilitate membrane transport and diffusion can
be observed in the circulatory (Chapter 12), respiratory
(Chapter 13), urinary (Chapter 14), digestive (Chapter 15),
and reproductive (Chapter 17) systems.

SUMMARY

The Scope of Human Physiology

L

1L

Physiology is the study of how living organisms work.
Physiologists are interested in the regulation of body function.
The study of disease states is pathophysiology.

How Is the Body Organized?

L

1L

III.

Iv.

V.

Cells are the simplest structural units into which a complex

multicellular organism can be divided and still retain the functions

characteristic of life.

Cell differentiation results in the formation of four general

categories of specialized cells:

a. Muscle cells generate the mechanical activities that produce
force and movement.

b. Neurons initiate and conduct electrical signals.

c. Epithelial cells form barriers and selectively secrete and absorb
ions and organic molecules.

d. Connective-tissue cells connect, anchor, and support the
structures of the body.

Specialized cells associate with similar cells to form tissues: muscle

tissue, nervous tissue, epithelial tissue, and connective tissue.

Organs are composed of two or more of the four kinds of tissues

arranged in various proportions and patterns. Many organs contain

multiple, small, similar functional units.

An organ system is a collection of organs that together perform an

overall function.

Body Fluid Compartments

L

1L

The body fluids are enclosed in compartments.

a. The extracellular fluid is composed of the interstitial fluid (the
fluid between cells) and the blood plasma. Of the extracellular
fluid, 75%—-80% is interstitial fluid, and
20%-25% is plasma.

b. Interstitial fluid and plasma have essentially the same
composition except that plasma contains a much greater
concentration of protein.

c. Extracellular fluid differs markedly in composition from the
fluid inside cells—the intracellular fluid.

d. Approximately one-third of body water is in the extracellular
compartment, and two-thirds is intracellular.

The differing compositions of the compartments reflect the

activities of the barriers separating them.

Homeostasis: A Defining Feature of Physiology

L
IIL.

IIL.

The body’s internal environment is the extracellular fluid.

The function of organ systems is to maintain a stable internal
environment—this is called homeostasis.

Numerous variables within the body must be maintained
homeostatically. When homeostasis is lost for one variable, it may
trigger a series of changes in other variables.

General Characteristics of Homeostatic Control Systems

L

Homeostasis denotes the stable condition of the internal

environment that results from the operation of compensatory

homeostatic control systems.

a. In a negative feedback control system, a change in the variable
being regulated brings about responses that tend to push
the variable in the direction opposite to the original change.
Negative feedback minimizes changes from the set point of the
system, leading to stability.

b. Homeostatic control systems minimize changes in the internal
environment but cannot maintain complete constancy.

c. Feedforward regulation anticipates changes in a regulated
variable, improves the speed of the body’s homeostatic
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responses, and minimizes fluctuations in the level of the
variable being regulated.

Components of Homeostatic Control Systems
I. The components of a reflex arc are the receptor, afferent pathway,
integrating center, efferent pathway, and effector. The pathways
may be neural or hormonal.
II. Local homeostatic responses are also stimulus—response
sequences, but they occur only in the area of the stimulus, with
neither nerves nor hormones involved.

The Role of Intercellular Chemical Messengers in
Homeostasis
I. Intercellular communication is essential to reflexes and local responses
and is achieved by neurotransmitters, hormones, and paracrine or
autocrine substances. Less common is intercellular communication
through either gap junctions or cell-bound messengers.

Processes Related to Homeostasis
I. Acclimatization is an improved ability to respond to an
environmental stress. The improvement is induced by prolonged
exposure to the stress with no change in genetic endowment.
II. Biological rhythms provide a feedforward component to
homeostatic control systems.

a. The rhythms are internally driven by brain pacemakers but are
entrained by environmental cues, such as light, which also serve
to phase-shift (reset) the rhythms when necessary.

b. In the absence of cues, rhythms free-run.

III. The balance of substances in the body is achieved by matching
inputs and outputs. Total-body balance of a substance may be
negative, positive, or stable.

General Principles of Physiology
I. Several fundamental, general principles of physiology are
important in understanding how the human body functions at all
levels of structure, from cells to organ systems. These include,
among others, such things as homeostasis, information flow,
coordination between the function of different organ systems, and
the balance of matter and energy.

REVIEW QUESTIONS

1. Describe the levels of cellular organization and state the four major
types of cells and tissues.

2. List the organ systems of the body and give one-sentence
descriptions of their functions.

3. Name the two fluids that constitute the extracellular fluid. What
are their relative proportions in the body?

4. What is one way in which the composition of intracellular and
extracellular fluids differ?

5. Describe several important generalizations about homeostatic
control systems, including the difference between steady state and
equilibrium.

6. Contrast feedforward, positive feedback, and negative feedback.

7. List the components of a reflex arc.

8. What is the basic difference between a local homeostatic response
and a reflex?

9. List the general categories of intercellular messengers and briefly
describe how they differ.

10. Describe the conditions under which acclimatization occurs. Are
acclimatizations passed on to a person’s offspring?

11. Define circadian rhythm. Under what conditions do circadian
rhythms become free running?
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12. How do phase shifts occur?

13. What is the most important environmental cue for entrainment of
circadian rhythms?

14. Draw a figure illustrating the balance concept in homeostasis.

15. Make and keep a list of the general principles of physiology. See
if you can explain what is meant by each principle. To really see
how well you’ve learned physiology at the end of your course,
remember to return to the list you’ve made and try this exercise
again at that time.

KEY TERMS

1.1 The Scope of Human Physiology

pathophysiology physiology

1.2 How Is the Body Organized?

basement membrane fibers

cell differentiation functional units
cells muscle cells
collagen fibers muscle tissue
connective tissue nerve

connective-tissue cells nervous tissue
elastin fibers neuron
epithelial cells organ systems
epithelial tissue organs
epithelium tissues

extracellular matrix

1.3 Body Fluid Compartments

extracellular fluid interstitium
internal environment intracellular fluid
interstitial fluid plasma

1.4 Homeostasis: A Defining Feature of Physiology

dynamic constancy homeostasis

1.5 General Characteristics of Homeostatic Control Systems

equilibrium

feedforward

homeostatic control systems
negative feedback

positive feedback
set point
steady state

1.6 Components of Homeostatic Control Systems

acquired reflexes learned reflexes

afferent pathway local homeostatic responses
effector receptor

efferent pathway reflex

hormone reflex arc

integrating center stimulus

1.7 The Role of Intercellular Chemical Messengers in Homeostasis

autocrine substances
endocrine glands
neurotransmitters

paracrine substances
target cells

1.8 Processes Related to Homeostasis

acclimatization pacemaker
adaptation phase-shift
circadian rhythm pineal gland
entrainment pool
free-running rhythm positive balance
melatonin stable balance

negative balance



CHAPTER 1

Throughout this text, you will find a fea-
ture at the end of each chapter called the
“Clinical Case Study.” These segments
reinforce what you have learned in that
chapter by applying it to real-life examples
of different medical conditions. The clini-
cal case studies will increase in complex-
ity as you progress through the text and
will enable you to integrate recent mate-
rial from a given chapter with informa-
tion learned in previous chapters. In this
first clinical case study, we examine a serious and potentially life-
threatening condition that can occur in individuals in whom body
temperature homeostasis is disrupted. All of the material presented
in this clinical case study will be explored in depth in subsequent
chapters, as you learn the mechanisms that underlie the patholo-
gies and compensatory responses illustrated here in brief. Notice
as you read that the first two general principles of physiology
described earlier are particularly relevant to this case. It is highly
recommended that you return to this case study as a benchmark at
the end of your semester; we are certain that you will be amazed at
how your understanding of physiology has grown in that time.

A 64-year-old, fair-skinned man in good overall health spent
a very hot, humid summer day gardening in his backyard. After sev-
eral hours in the sun, he began to feel light-headed and confused
as he knelt over his vegetable garden. Although earlier he had been
perspiring profusely and appeared flushed, his sweating had even-
tually stopped. Because he also felt confused and disoriented, he
could not recall for how long he had not been perspiring, or even
how long it had been since he had taken a drink of water. He called
to his wife, who was alarmed to see that his skin had since turned
a pale-blue color. She asked her husband to come indoors, but he
fainted as soon as he tried to stand. The wife called for an ambu-
lance, and the man was taken to a hospital and diagnosed with a
condition called heatstroke. What happened to this man that would
explain his condition? How does it relate to homeostasis?

Reflect and Review #1

B Review the homeostatic control of body temperature in
Figure 1.5. Based on that, what would you expect to occur to
skin blood vessels when a person first starts feeling warm?

As you learned in this chapter, body temperature is a physi-
ological function that is under homeostatic control. If body tempera-
ture decreases, heat production increases and heat loss decreases,
as illustrated in Figures 1.5 and 1.8. Conversely, as in our example
here, if body temperature increases, heat production decreases
and heat loss increases. When our patient began gardening on a
hot, humid day, his body temperature began to increase. At first, the
blood vessels in his skin dilated, making him appear flushed and
helping him dissipate heat across his skin. In addition, he perspired
heavily. As you will learn in Chapter 16, perspiration is an important
mechanism by which the body loses heat; it takes considerable heat
to evaporate water from the surface of the skin, and the source of

Clinical Case StUdy: Loss of Consciousness in a 64-Year-Old Man
While Gardening on a Hot Day

that heat is from the body. However, as you likely know from per-
sonal experience, evaporation of water from the body is less effec-
tive in humid environments, which makes it more dangerous to
exercise when it is not only hot but also humid.

The sources of perspiration are the sweat glands, which
are located beneath the skin and which secrete a salty solu-
tion through ducts to the surface of the skin. The fluid in sweat
comes from the extracellular fluid compartment, which, as you
have learned, consists of the plasma and interstitial fluid com-
partments (see Figure 1.3). Consequently, the profuse sweating
that initially occurred in this man caused his extracellular fluid
levels to decrease. In fact, the fluid levels decreased so severely
that the amount of blood available to be pumped out of his heart
with each heartbeat also decreased. The relationship between
fluid volume and blood pressure is an important one that you
will learn about in detail in Chapter 12. Generally speaking, if
extracellular fluid levels decrease, blood pressure decreases as
a consequence. This explains why our subject felt light-headed,
particularly when he tried to stand up too quickly. As his blood
pressure decreased, the ability of his heart to pump sufficient
blood against gravity up to his brain also decreased; when brain
cells are deprived of blood flow, they begin to malfunction. Sud-
denly standing only made matters worse. Perhaps you have occa-
sionally experienced a little of this light-headed feeling when you
have jumped out of a chair or bed and stood up too quickly. Nor-
mally, your nervous system quickly compensates for the effects
of gravity on blood flowing up to the brain, as will be described
in Chapters 6 and 12. In a person with decreased blood volume
and pressure, however, this compensation may not happen and
the person can lose consciousness. After fainting and falling, the
man’s head and heart were at the same horizontal level; conse-
quently, blood could more easily reach his brain.

Another concern is that the salt (ion) concentrations in the body
fluids changed. If you have ever tasted the sweat on your upper lip on
a hot day, you know that it is somewhat salty. That is because sweat is
derived from extracellular fluid, which as you have learned is a watery
solution of ions (derived from salts, such as NaCl) and other substances.
Sweat, however, is slightly more dilute than extracellular fluid because
more water than ions is secreted from sweat glands. Consequently, the
more heavily one perspires, the more concentrated the extracellular
fluid becomes. In other words, the total amount of water and ions in
the extracellular fluid decreases with perspiration, but the remaining
fluid is “saltier.” Heavy perspiration, therefore, not only disrupts fluid
balance and blood pressure homeostasis but also has an impact on
the balance of the ions in the body fluids, notably Na*, K*, and CI™. A
homeostatic balance of ion concentrations in the body fluids is abso-
lutely essential for normal heart and brain function, as you will learn in
Chapters 4 and 6. As the man’s ion concentrations changed, therefore,
the change affected the activity of the cells of his brain.

Reflect and Review #2

B Refer to Figure 1.11. Was the man in a positive or negative
balance for total-body Na*?
—Continued next page
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—Continued

Why did the man stop perspiring and why did his skin turn
pale? To understand this, we must consider that several homeo-
static variables were disrupted by his activities. His body tempera-
ture increased, which initially resulted in heavy sweating. As the
sweating continued, it resulted in decreased fluid levels and a neg-
ative balance of key ion concentrations in his body; this contrib-
uted to a decrease in mental function, and he became confused.
As his body fluid levels continued to decrease, his blood pressure
also decreased, further endangering brain function. At this point,
the homeostatic control systems were essentially in competition.
Though it is potentially life threatening for body temperature to
increase too much, it is also life threatening for blood pressure
to decrease too much. Eventually, many of the blood vessels in
regions of the body that are not immediately required for survival,
such as the skin, began to constrict, or close off. By doing so, the
more vital organs of the body—such as the brain—could receive
sufficient blood. This is why the man’s skin turned a pale blue,
because the amount of oxygen-rich blood flowing to the surface of
his skin was decreased. Unfortunately, although this compensatory
mechanism helped protect the man’s brain and other vital organs
by providing the necessary blood flow to them, the reduction in
blood flow to the skin made it increasingly more difficult to dis-
sipate heat from the body to the environment. It also made it more
difficult for sweat glands in the skin to obtain the fluid required to
produce sweat. The man gradually decreased perspiring and even-
tually stopped sweating altogether. At that point, his body temper-
ature spiraled out of control and he was hospitalized (Figure 1.12).

This case illustrates a critical feature of homeostasis that you
will encounter throughout this textbook and that was emphasized in
this chapter. Often, when one physiological variable such as body
temperature is disrupted, the compensatory responses initiated to
correct that disruption cause, in turn, imbalances in other variables.

T Body temperature

Il

Sweat glands

Heavy sweating

U

‘ 4 Volume of body fluids ‘

Il

‘ | Blood pressure ‘

1l

Constriction of skin
blood vessels

Il

‘ 1 Heat loss and | sweating ‘

£

Rapid increase in
body temperature

Figure 1.12 Sequence of events that occurred in the man described in
this case study.

These secondary imbalances must also be compensated for, and
the significance of each imbalance must be “weighed” against the
others. In this example, the man was treated with intravenous flu-
ids made up of a salt solution to restore his fluid levels and con-
centrations, and he was immersed in a cool bath and given cool
compresses to help reduce his body temperature. Although he
recovered, many people do not survive heatstroke because of its
profound impact on homeostasis.

See Chapter 19 for complete, integrative case studies.

CHAPTER 1 TEST Q UESTIONS Recall and Comprehend Answers appear in Appendix A.

These questions test your recall of important details covered in this chapter. They also help prepare you for the type of questions
encountered in standardized exams. Many additional questions of this type are available on Connect and LearnSmart.

1. Which of the following is one of the four basic cell types in the body?
respiratory

. epithelial

. endocrine

. integumentary

. immune

('DQ-OO".W

2. Which of the following is incorrect?
a. Equilibrium requires a constant input of energy.
. Positive feedback is less common in nature than negative feedback.
. Homeostasis does not imply that a given variable is unchanging.
. Fever is an example of resetting a set point.
. Efferent pathways carry information away from the integrating center
of a reflex arc.

o o0 o

3. Inareflex arc initiated by touching a hand to a hot stove, the effector
belongs to which class of tissue?
a. nervous
b. connective

c. muscle
d. epithelial
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4. In the absence of any environmental cues, a circadian rhythm is said to be
a. entrained.

. in phase.

. free running.

phase-shifted.

. no longer present.

o a0 o

5. Most of the water in the human body is found in
a. the interstitial fluid compartment.
b. the intracellular fluid compartment.
c. the plasma compartment.
d. the total extracellular fluid compartment.

6. The type of tissue involved in many types of transport processes,
and which often lines the inner surfaces of tubular structures, is
called .

7. All the fluid found outside cells is collectively called fluid, and

consists of and fluid.




8. Physiological changes that occur in anticipation of a future change to a
processes.

homeostatic variable are called

10. When loss of a substance from the body exceeds its gain, a person is said to

be in balance for that substance.

9. A is a chemical factor released by cells that acts on neighboring

cells without having to first enter the blood.

cHAPTER 1 TEST QUESTIONS Apply, Analyze, and Evaluate

Answers appear in Appendix A

These questions, which are designed to be challenging, require you to integrate concepts covered in the chapter to draw your own
conclusions. See if you can first answer the questions without using the hints that are provided; then, if you are having difficulty, refer
back to the figures or sections indicated in the hints.

1. The Inuit of Alaska and Canada have a remarkable ability to work in the
cold without gloves and not suffer decreased skin blood flow. Does this
prove that there is a genetic difference between the Inuit and other people

with regard to this characteristic? Hint: Refer back to “Adaptation and

Acclimatization” in Section 1.8.

2. Explain how an imbalance in any given physiological variable may produce
a change in one or more other variables. Hint: For help, see Section 1.4 and
Figure 1.12 (in the Clinical Case Study in this chapter).

cHAPTER 1 ANSWERS TO PHYSIOLOGICAL INQUIRY QUESTIONS

Figure 1.3 Approximately one-third of total-body water is in the
extracellular compartments. If water makes up 60% of a person’s body
weight, then the water in extracellular fluid makes up approximately 20%

of body weight (because 0.33 X 0.60 = 0.20).

Figure 1.6 Removing negative feedback in this example would result in
an increase in the amount of active product formed, and eventually the
amount of available substrate would be greatly depleted.

ONLINE STUDY TOOLS

Figure 1.8 If body temperature were to increase, the efferent pathway
shown in this diagram would either turn off or become reversed. For
example, shivering would not occur (muscles may even become more

relaxed than usual), and blood vessels in the skin would not constrict.

Indeed, in such a scenario, skin blood vessels would dilate to bring warm
blood to the skin surface, where the heat could leave the body across the
skin. Heat loss, therefore, would be increased.

@\ connect

Test your recall, comprehension, and critical
thinking skills with interactive questions
about homeostasis assigned by your instructor.
Also access McGraw-Hill LearnSmart®/
SmartBook® and Anatomy & Physiology
REVEALED from your McGraw-Hill
Connect® home page.

BLEARNSMART

Do you have trouble accessing and retaining
key concepts when reading a textbook? This
personalized adaptive learning tool serves

as a guide to your reading by helping you
discover which aspects of homeostasis you
have mastered, and which will require more
attention.

A fascinating view inside real human bodies
that also incorporates animations to help you
understand homeostasis, the central idea of

physiology.
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Chapter 2 Clinical Case Study

Colorized scanning tunneling micrograph of individual manganese atoms;
clouds of orbiting electrons are shown in red and yellow.

in which variables such as the concentrations of many

chemicals in the blood are maintained within a normal range.
To fully appreciate the mechanisms by which homeostasis is achieved,
we must first understand the basic chemistry of the human body,
including the key features of atoms and molecules that contribute
to their ability to interact with one another. Such interactions form
the basis for processes as diverse as maintaining a healthy pH of the
body fluids, determining which molecules will bind to or otherwise
influence the function of other molecules, forming functional proteins
that mediate numerous physiological processes, and maintaining
energy homeostasis.

In this chapter, we also describe the distinguishing characteristics
of some of the major organic molecules in the human body. The
specific functions of these molecules in physiology will be introduced
here and discussed more fully in subsequent chapters where
appropriate. This chapter will provide you with the knowledge required
to best appreciate the significance of one of the general principles
of physiology introduced in Chapter 1, namely that physiological
processes are dictated by the laws of chemistry and physics. W

In Chapter 1, you were introduced to the concept of homeostasis,
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2.1 Atoms

The units of matter that form all chemical substances are called
atoms. Each type of atom—carbon, hydrogen, oxygen, and so on—
is called a chemical element. A one- or two-letter symbol is used as
an abbreviated identification for each element. Although more than
100 elements occur naturally or have been synthesized in the labo-
ratory, only 24 (Table 2.1) have been clearly identified as essential
for the function of the human body and are therefore of particular
interest to physiologists.

Components of Atoms

The chemical properties of atoms can be described in terms of
three subatomic particles—protons, neutrons, and electrons. The
protons and neutrons are confined to a very small volume at the

Essential Chemical Elements in the Body

TABLE 2.1 (Neo-Latin Terms in Italics)

Element Symbol
Major Elements: 99.3% of Total Atoms in the Body

Hydrogen H (63%)
Oxygen O (26%)
Carbon C (9%)
Nitrogen N (1%)

Mineral Elements: 0.7% of Total Atoms in the Body

Calcium Ca
Phosphorus P

Potassium K (kalium)
Sulfur S

Sodium Na (natrium)
Chlorine Cl
Magnesium Mg

Trace Elements: Less than 0.01% of Total Atoms in the Body

[ron Fe (ferrum)
Iodine 1

Copper Cu (cuprum)
Zinc Zn
Manganese Mn

Cobalt Co
Chromium Cr

Selenium Se
Molybdenum Mo
Fluorine F

Tin Sn (stannum)
Silicon Si
Vanadium v

center of an atom called the atomic nucleus. The electrons revolve
in orbitals at various distances from the nucleus. Each orbital can
hold up to two electrons and no more. The larger the atom, the
more electrons it contains, and therefore the more orbitals that exist
around the nucleus. Orbitals are found in regions known as electron
shells; additional shells exist at greater and greater distances from
the nucleus as atoms get bigger. An atom such as carbon has more
shells than does hydrogen with its lone electron, but fewer than an
atom such as iron, which has a greater number of electrons. The
first, innermost shell of any atom can hold up to two electrons in
a single, spherical (“s”) orbital (Figure 2.1a). Once the innermost
shell is filled, electrons begin to fill the second shell. The second
shell can hold up to eight electrons; the first two electrons fill a
spherical orbital, and subsequent electrons fill three additional,
propeller-shaped (“p”) orbitals. Additional shells can accommodate
further orbitals; this will happen once the inner shells are filled. For
simplicity, we will ignore the distinction between s and p orbitals
and represent the shells of an atom in two dimensions as shown in
Figure 2.1b for nitrogen.

First electron shell
is filled with two
electrons

s orbital of
second electron
shell is filled with
two electrons

Three p orbitals

of second electron
shell contain one
electron each

(a) Nitrogen atom showing electrons in orbitals

A pair of A pair of electrons
electrons Vg i in the s orbital of
in the first = second electron

electron shell shell
Nugl A single electron
ucleus S, in one of the three p
é . orbitals of second
@ ° i - electron shell

d ———  First electron shell

\Second electron

shell
a

(b) Simplified depiction of a nitrogen atom
(seven electrons; two electrons in first electron shell,
five in second electron shell)

PR Figure 2.1 Arrangement of subatomic particles in an

atom, shown here for nitrogen. (a) Negatively charged electrons orbit
around a nucleus consisting of positively charged protons and (except
for hydrogen) uncharged neutrons. Up to two electrons may occupy an
orbital, shown here as regions in which an electron is likely to be found.
The orbitals exist within electron shells at progressively greater distances
from the nucleus as atoms get bigger. Different shells may contain a
different number of orbitals. (b) Simplified, two-dimensional depiction
of a nitrogen atom, showing a full complement of two electrons in its
innermost shell and five electrons in its second, outermost shell. Orbitals
are not depicted using this simplified means of illustrating an atom.
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An atom is most stable when all of the orbitals in its out-
ermost shell are filled with two electrons each. If one or more
orbitals do not have their capacity of electrons, the atom can react
with other atoms and form molecules, as described later. For many
of the atoms that are most important for physiology, the outer
shell requires eight electrons in its orbitals in order to be filled to
capacity.

Each of the subatomic particles has a different electrical
charge. Protons have one unit of positive charge, electrons have
one unit of negative charge, and neutrons are electrically neu-
tral. Because the protons are located in the atomic nucleus, the
nucleus has a net positive charge equal to the number of protons
it contains. One of the fundamental principles of physics is that
opposite electrical charges attract each other and like charges
repel each other. It is the attraction between the positively charged
protons and the negatively charged electrons that serves as a major
force that forms an atom. The entire atom has no net electrical
charge, however, because the number of negatively charged elec-
trons orbiting the nucleus equals the number of positively charged
protons in the nucleus.

Atomic Number

Each chemical element contains a unique and specific number of
protons, and it is this number, known as the atomic number, that
distinguishes one type of atom from another. For example, hydro-
gen, the simplest atom, has an atomic number of 1, corresponding
to its single proton. As another example, calcium has an atomic
number of 20, corresponding to its 20 protons. Because an atom is
electrically neutral, the atomic number is also equal to the number
of electrons in the atom.

Atomic Mass

Atoms have very little mass. A single hydrogen atom, for example,
has a mass of only 1.67 X 107** g. The atomic mass scale indi-
cates an atom’s mass relative to the mass of other atoms. By con-
vention, this scale is based upon assigning the carbon atom a mass
of exactly 12. On this scale, a hydrogen atom has an atomic mass
of approximately 1, indicating that it has one-twelfth the mass of
a carbon atom. A magnesium atom, with an atomic mass of 24,
has twice the mass of a carbon atom. The unit of atomic mass is
known as a dalton. One dalton (d) equals one-twelfth the mass of
a carbon atom.

Although the number of neutrons in the nucleus of an atom
is often equal to the number of protons, many chemical elements
can exist in multiple forms, called isotopes, which have identical
numbers of protons but which differ in the number of neutrons they
contain. For example, the most abundant form of the carbon atom,
12C, contains six protons and six neutrons and therefore has an
atomic number of 6. Protons and neutrons are approximately equal
in mass, and so >C has an atomic mass of 12. The radioactive car-
bon isotope “C contains six protons and eight neutrons, giving it an
atomic number of 6 but an atomic mass of 14. The value of atomic
mass given in the standard Periodic Table of the Elements is actu-
ally an average mass that reflects the relative abundance in nature
of the different isotopes of a given element.

Many isotopes are unstable; they will spontaneously emit
energy or even release components of the atom itself, such as part of
the nucleus. This process is known as radiation, and such isotopes
are called radioisotopes. The special qualities of radioisotopes
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are of great practical benefit in the practice of medicine and the
study of physiology. In one example, high-energy radiation can
be focused onto cancerous areas of the body to kill cancer cells.
Radioisotopes may also be useful in making diagnoses. In one
common method, the sugar glucose can be chemically modified
so that it contains a radioactive isotope of fluorine. When injected
into the blood, the cells of all of the organs of the body take up the
radioactive glucose just as they would ordinary glucose. Special
imaging techniques such as PET (positron emission tomography)
scans can then be used to detect how much of the radioactive glu-
cose appears in different organs (Figure 2.2); because glucose
is a key source of energy used by all cells, this information can
be used to determine if a given organ is functioning normally or
at an increased or decreased rate. For example, a PET scan that
revealed decreased uptake of radioactive glucose into the heart
might indicate that the blood vessels of the heart were diseased,
thereby depriving the heart of nutrients. PET scans can also reveal
the presence of cancer—a disease characterized by uncontrolled
cell growth and increased glucose uptake.

The gram atomic mass of a chemical element is the amount
of the element, in grams, equal to the numerical value of its atomic
mass. Thus, 12 g of carbon (assuming it is all '*C) is 1 gram

Figure 2.2 Positron emission tomography (PET) scan of a human
body. In this image, radioactive glucose that has been taken up by the
body’s organs appears as a false color; the greater the uptake, the more
intense the color. The brightest regions were found to be areas of cancer
in this particular individual.



atomic mass of carbon, and 1 g of hydrogen is 1 gram atomic mass
of hydrogen. One gram atomic mass of any element contains the
same number of atoms. For example, 1 g of hydrogen contains
6 X 10* atoms; likewise, 12 g of carbon, whose atoms have 12
times the mass of a hydrogen atom, also has 6 X 10? atoms (this
value is often called Avogadro’s constant, or Avogadro’s number,
after the nineteenth-century Italian scientist Amedeo Avogadro).

Ions

As mentioned earlier, a single atom is electrically neutral because it
contains equal numbers of negative electrons and positive protons.
There are instances, however, in which certain atoms may gain or
lose one or more electrons; in such cases, they will then acquire
a net electrical charge and become an ion. This may happen, for
example, if an atom has an outer shell that contains only one or
a few electrons; losing those electrons would mean that the next
innermost shell would then become the outermost shell. This shell
is complete with a full capacity of electrons and is therefore very
stable (recall that each successive shell does not begin to acquire
electrons until all the preceding inner shells are filled). For exam-
ple, when a sodium atom (Na), which has 11 electrons, loses one
electron, it becomes a sodium ion (Na*) with a net positive charge;
it still has 11 protons, but it now has only 10 electrons, two in its
first shell and a full complement of eight in its second, outer shell.
On the other hand, a chlorine atom (CI), which has 17 electrons, is
one electron shy of a full outer shell. It can gain an electron and
become a chloride ion (C1") with a net negative charge—it now has
18 electrons but only 17 protons. Some atoms can gain or lose more
than one electron to become ions with two or even three units of
net electrical charge (for example, the calcium ion Ca*").

Hydrogen and many other atoms readily form ions.
Table 2.2 lists the ionic forms of some of these elements that
are found in the body. Ions that have a net positive charge are
called cations, and those that have a net negative charge are
called anions. Because of their charge, ions are able to conduct
electricity when dissolved in water; consequently, the ionic forms
of mineral elements are collectively referred to as electrolytes.
This is extremely important in physiology, because electrolytes
are used to carry electrical charge across cell membranes; in this
way, they serve as the source of electrical current in certain cells.
You will learn in Chapters 6, 9, and 12 that such currents are
critical to the ability of muscle cells and neurons to function in
their characteristic ways.

Atomic Composition of the Body

Just four of the body’s essential elements (see Table 2.1)—
hydrogen, oxygen, carbon, and nitrogen—account for over 99% of
the atoms in the body.

The seven essential mineral elements are the most abun-
dant substances dissolved in the extracellular and intracellular
fluids. Most of the body’s calcium and phosphorus atoms, how-
ever, make up the solid matrix of bone tissue.

The 13 essential trace elements, so-called because they
are present in extremely small quantities, are required for normal
growth and function. For example, iron has a critical function in
the blood’s transport of oxygen, and iodine is required for the pro-
duction of thyroid hormone.

Many other elements, in addition to the 24 listed in Table 2.1,
may be detected in the body. These elements enter in the foods we
eat and the air we breathe but are not essential for normal body
function and may even interfere with normal body chemistry. For
example, ingested arsenic has poisonous effects.

2.2 Molecules

Two or more atoms bonded together make up a molecule. A
molecule made up of two or more different elements is called a
compound, but the two terms are often used interchangeably. For
example, a molecule of oxygen gas consists of two atoms of oxy-
gen bonded together. By contrast, water is a compound that con-
tains two hydrogen atoms and one oxygen atom. For simplicity, we
will simply use the term molecule in this textbook. Molecules can
be represented by their component atoms. In the two examples just
given, a molecule of oxygen can be represented as O, and water
as H,0. The atomic composition of glucose, a sugar, is CgH;,Og,
indicating that the molecule contains 6 carbon atoms, 12 hydro-
gen atoms, and 6 oxygen atoms. Such formulas, however, do not
indicate how the atoms are linked together in the molecule. This
occurs by means of chemical bonds, as described next.

Covalent Chemical Bonds

Chemical bonds between atoms in a molecule form when elec-
trons transfer from the outer electron shell of one atom to that
of another, or when two atoms with partially unfilled electron
orbitals share electrons. The strongest chemical bond between two
atoms is called a covalent bond, which forms when one or more
electrons in the outer electron orbitals of each atom are shared

TABLE 2.2 Ionic Forms of Elements Most Frequently Encountered in the Body

Chemical Atom Symbol Ton

Hydrogen H Hydrogen ion
Sodium Na Sodium ion
Potassium K Potassium ion
Chlorine Cl Chloride ion
Magnesium Mg Magnesium ion
Calcium Ca Calcium ion

Chemical Symbol Electrons Gained or Lost
H* 1 lost
Na* 1 lost
K" 1 lost
Cl- 1 gained
Mg** 2 lost
Ca** 2 lost
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AP|R) Figure 2.3 A covalent bond formed by sharing electrons.
Hydrogen atoms have room for one additional electron in their sole
orbital; carbon atoms have four electrons in their second shell, which
can accommodate up to eight electrons. Each of the four hydrogen
atoms in a molecule of methane (CH,) forms a covalent bond with the
carbon atom by sharing its one electron with one of the electrons in
carbon. Each shared pair of electrons—one electron from the carbon
and one from a hydrogen atom—forms a covalent bond. The sizes of
protons, neutrons, and electrons are not to scale.

between the two atoms (Figure 2.3). In the example shown in
Figure 2.3, a carbon atom with two electrons in its innermost shell
and four in its outer shell forms covalent bonds with four hydro-
gen atoms. Recall that the second shell of atoms can hold up to
eight electrons. Carbon has six total electrons and only four in
the second shell, because two electrons are used to fill the first
shell. Therefore, it has “room” to acquire four additional electrons
in its outer shell. Hydrogen has only a single electron, but like
all orbitals, its single orbital can hold up to two electrons. There-
fore, hydrogen also has room for an additional electron. In this
example, a single carbon atom shares its four electrons with four
different hydrogen atoms, which in turn share their electrons with
the carbon atom. The shared electrons orbit around both atoms,
bonding them together into a molecule of methane (CH,). These
covalent bonds are the strongest type of bonds in the body; once
formed, they usually do not break apart unless acted upon by an
energy source (heat) or an enzyme (see Chapter 3 for a description
of enzymes).

As mentioned, the atoms of some elements can form more
than one covalent bond and thus become linked simultane-
ously to two or more other atoms. Each type of atom forms a
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characteristic number of covalent bonds, which depends on the
number of electrons in its outermost orbit. The number of chemi-
cal bonds formed by the four most abundant atoms in the body
are hydrogen, one; oxygen, two; nitrogen, three; and carbon, four.
When the structure of a molecule is diagrammed, each covalent
bond is represented by a line indicating a pair of shared electrons.
The covalent bonds of the four elements just mentioned can be
represented as
| |
H— —0O— —N— —$—

A molecule of water, H,O, can be diagrammed as
H—O—H
In some cases, two covalent bonds—a double bond—form
between two atoms when they share two electrons from each

atom. Carbon dioxide (CO,), a waste product of metabolism, con-
tains two double bonds:

0=C=0

Note that in this molecule the carbon atom still forms four
covalent bonds and each oxygen atom only two.

Polar Covalent Bonds Not all atoms have the same ability
to attract shared electrons. The measure of an atom’s ability to
attract electrons in a covalent bond is called its electronegativity.
Electronegativity generally increases as the total positive charge
of a nucleus increases but decreases as the distance between the
outer electrons and the nucleus increases. When two atoms with
different electronegativities combine to form a covalent bond, the
shared electrons will tend to spend more time orbiting the atom
with the higher electronegativity. This creates a polarity across the
bond (think of the poles of a magnet; only in this case the polarity
refers to a difference in charge).

Due to the polarity in electron distribution just described,
the more electronegative atom acquires a slight negative charge,
whereas the other atom, having partly lost an electron, becomes
slightly positive. Such bonds are known as polar covalent bonds
(or, simply, polar bonds) because the atoms at each end of the bond
have an opposite electrical charge. For example, the bond between
hydrogen and oxygen in a hydroxyl group (—OH) is a polar cova-
lent bond in which the oxygen is slightly negative and the hydro-
gen slightly positive:

®) @Y
R—O—H

The 8~ and 8" symbols refer to atoms with a partial negative
or positive charge, respectively. The R symbolizes the remainder
of the molecule; in water, for example, R is simply another hydro-
gen atom carrying another partial positive charge. The electrical
charge associated with the ends of a polar bond is considerably
less than the charge on a fully ionized atom. Polar bonds do not
have a net electrical charge, as do ions, because they contain over-
all equal amounts of negative and positive charge.

Atoms of oxygen, nitrogen, and sulfur, which have a rela-
tively strong attraction for electrons, form polar bonds with
hydrogen atoms (Table 2.3). One of the characteristics of polar
bonds that is important in our understanding of physiology is
that molecules that contain such bonds tend to be very soluble in



Examples of Polar and Nonpolar

e Covalent Bonds
(37) (39
R—O—H Hydroxyl group (R—OH)
Polar @) @)
R—S—H Sulfhydryl group (R—SH)
Covalent
Bonds
(3"
H
| ) Nitrogen—hydrogen bond
R—N—R
|
—C—H Carbon-hydrogen bond
Nonpolar |
Covalent
Bonds | |
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water. Consequently, these molecules—called polar molecules—
readily dissolve in the blood, interstitial fluid, and intracellular
fluid. Indeed, water itself is the classic example of a polar mol-
ecule, with a partially negatively charged oxygen atom and two
partially positively charged hydrogen atoms.

Nonpolar Covalent Bonds In contrast to polar covalent
bonds, bonds between atoms with similar electronegativities are
said to be nonpolar covalent bonds. In such bonds, the electrons
are equally or nearly equally shared by the two atoms, such that
there is little or no unequal charge distribution across the bond.
Bonds between carbon and hydrogen atoms and between two
carbon atoms are electrically neutral, nonpolar covalent bonds
(see Table 2.3). Molecules that contain high proportions of
nonpolar covalent bonds are called nonpolar molecules; they
tend to be less soluble in water than those with polar covalent
bonds. Consequently, such molecules are often found in the lipid
bilayers of the membranes of cells and intracellular organelles.
When present in body fluids such as the blood, they may
associate with a polar molecule that serves as a sort of “carrier” to
prevent the nonpolar molecule from coming out of solution. The
characteristics of molecules in solution will be covered later in
this chapter.
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Ionic Bonds

As noted earlier, some elements, such as those that make up table salt
(NaCl), can form ions. NaCl is a solid crystalline substance because
of the strong electrical attraction between positive sodium ions and
negative chloride ions. This strong attraction between two oppo-
sitely charged ions is known as an ionic bond. When a crystal of
sodium chloride is placed in water, the highly polar water molecules
with their partial positive and negative charges are attracted to the
charged sodium and chloride ions (Figure 2.4). Clusters of water
molecules surround the ions, allowing the sodium and chloride ions
to separate from each other and enter the water—that is, to dissolve.

Hydrogen Bonds

When two polar molecules are in close contact, an electrical attrac-
tion may form between them. For example, the hydrogen atom in
a polar bond in one molecule and an oxygen or nitrogen atom in a
polar bond of another molecule attract each other forming a type of
bond called a hydrogen bond. Such bonds may also form between
atoms within the same molecule. Hydrogen bonds are represented
in diagrams by dashed or dotted lines to distinguish them from
covalent bonds, as illustrated in the bonds between water mole-
cules (Figure 2.5). Hydrogen bonds are very weak, having only
about 4% of the strength of the polar covalent bonds between the
hydrogen and oxygen atoms within a single molecule of water.
Although hydrogen bonds are weak individually, when present
in large numbers, they have an extremely important function in
molecular interactions and in determining the shape of large mol-
ecules. This is of great importance for physiology, because the
shape of large molecules determines their functions and their abil-
ity to interact with other molecules. For example, some molecules
interact with a “lock-and-key” arrangement that can only occur
if both molecules have precisely the correct shape, which in turn
depends in part upon the number and location of hydrogen bonds.

Molecular Shape

As just mentioned, when atoms are linked together they form
molecules with various shapes. Although we draw diagrammatic
structures of molecules on flat sheets of paper, molecules are
three-dimensional. When more than one covalent bond is formed
with a given atom, the bonds are distributed around the atom in a
pattern that may or may not be symmetrical (Figure 2.6).
Molecules are not rigid, inflexible structures. Within certain
limits, the shape of a molecule can be changed without breaking
the covalent bonds linking its atoms together. A covalent bond is
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Solution of sodium and chloride ions

AP|R) Figure 2.4 The electrical attraction between the charged sodium and chloride ions forms ionic bonds in solid NaCl. The attraction of the
polar, partially charged regions of water molecules breaks the ionic bonds and the sodium and chloride ions dissolve.
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Figure 2.5 Five water molecules. Note that polar covalent bonds
link the hydrogen and oxygen atoms within each molecule and that
hydrogen bonds occur between adjacent molecules. Hydrogen bonds
are represented in diagrams by dashed or dotted lines, and covalent
bonds by solid lines.

PHYSIOLOGICAL INQUIRY

®m What effect might hydrogen bonds have on the temperature at
which liquid water becomes a vapor?

Answer can be found at end of chapter.

like an axle around which the joined atoms can rotate. As illus-
trated in Figure 2.7, a sequence of six carbon atoms can assume a
number of shapes by rotating around various covalent bonds. As
we will see in subsequent chapters, the three-dimensional, flexible
shape of molecules is one of the major factors governing molecular
interactions, and reflects the general principle of physiology that
structure is a determinant of—and has coevolved with—function.

Ionic Molecules

The process of ion formation, known as ionization, can occur
not only in single atoms, as stated earlier, but also in atoms that
are covalently linked in molecules (Table 2.4). Two commonly
encountered groups of atoms that undergo ionization in molecules
are the carboxyl group (—COOH) and the amino group (—NH,).
The shorthand formula for only a portion of a molecule can be
written as R—COOH or R—NH,, with R being the remainder of
the molecule. The carboxyl group ionizes when the oxygen linked
to the hydrogen captures the hydrogen’s only electron to form a
carboxyl ion (R—COQ"), releasing a hydrogen ion (H"):

R—COOH ==R—COO~ + H™*

The amino group can bind a hydrogen ion to form an ion-
ized amino group (R—NH;"):

R—NH, + H* == R—NH3"

The ionization of each of these groups can be reversed, as
indicated by the double arrows; the ionized carboxyl group can
combine with a hydrogen ion to form a nonionized carboxyl
group, and the ionized amino group can lose a hydrogen ion and
become a nonionized amino group.
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H—O0—H

Methane (CH,)

Ammonia (NH3) Water (H,0)

Figure 2.6 Three different ways of representing the geometric
configuration of covalent bonds around the carbon, nitrogen, and
oxygen atoms bonded to hydrogen atoms.

Free Radicals

As described earlier, the electrons that revolve around the nucleus of
an atom occupy electron shells, each of which can be occupied by
one or more orbitals containing up to two electrons each. An atom is
most stable when each orbital in the outer shell is occupied by its full
complement of electrons. An atom containing a single (unpaired)
electron in an orbital of its outer shell is known as a free radical,
as are molecules containing such atoms. Free radicals are unstable
molecules that can react with other atoms, through the process
known as oxidation. When a free radical oxidizes another atom, the
free radical gains an electron and the other atom usually becomes a
new free radical.

Free radicals are formed by the actions of certain enzymes in
some cells, such as types of white blood cells that destroy pathogens.
The free radicals are highly reactive, removing electrons from the
outer shells of atoms within molecules present in the pathogen cell
wall or membrane, for example. This mechanism begins the process
whereby the pathogen is destroyed.

In addition, however, free radicals can be produced in the
body following exposure to radiation or toxin ingestion. These
free radicals can do considerable harm to the cells of the body. For
example, oxidation due to long-term buildup of free radicals has
been proposed as one cause of several different human diseases,
notably eye, cardiovascular, and neural diseases associated with
aging. Thus, it is important that free radicals be inactivated by mol-
ecules that can donate electrons to free radicals without becoming
dangerous free radicals themselves. Examples of such protective
molecules are the antioxidant vitamins C and E.

Free radicals are diagrammed with a dot next to the atomic
symbol. Examples of biologically important free radicals are
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Figure 2.7 Changes in molecular shape occur as portions of a
molecule rotate around different carbon-to-carbon bonds, transforming
this molecule’s shape, for example, from a relatively straight chain (top)
into a ring (bottom).

superoxide anion, O, - ~; hydroxyl radical, OH - ; and nitric oxide,
NO - . Note that a free radical configuration can occur in either an
ionized (charged) or a nonionized molecule.

We turn now to a discussion of solutions and molecular sol-
ubility in water. We begin with a review of some of the properties
of water that make it so suitable for life.

2.3 Solutions

Substances dissolved in a liquid are known as solutes, and the lig-
uid in which they are dissolved is the solvent. Solutes dissolve in
a solvent to form a solution. Water is the most abundant solvent in
the body, accounting for approximately 60% of total body weight.
Most of the chemical reactions that occur in the body involve
molecules that are dissolved in water, either in the intracellular or
extracellular fluid. However, not all molecules dissolve in water.

TABLE 2.4 Examples of Ionized Groups in Molecules

I Carboxyl group (R—COO")

Jonized | Amino group (R—NH;")

Groups H

Phosphate group (R—PO,*")

Water

Out of every 100 molecules in the human body, about 99 are water.
The covalent bonds linking the two hydrogen atoms to the oxygen
atom in a water molecule are polar. Therefore, as noted earlier,
the oxygen in water has a partial negative charge, and each hydro-
gen has a partial positive charge. The positively charged regions
near the hydrogen atoms of one water molecule are electrically
attracted to the negatively charged regions of the oxygen atoms
in adjacent water molecules by hydrogen bonds (see Figure 2.5).

At temperatures between 0°C and 100°C, water exists as a lig-
uid; in this state, the weak hydrogen bonds between water molecules
are continuously forming and breaking, and occasionally some
water molecules escape the liquid phase and become a gas. If the
temperature is increased, the hydrogen bonds break more readily
and more molecules of water escape into the gaseous state. However,
if the temperature is reduced, hydrogen bonds break less frequently,
so larger and larger clusters of water molecules form until at 0°C,
water freezes into a solid crystalline matrix—ice. Body temperature
in humans is normally close to 37°C, and therefore water exists in
liquid form in the body. Nonetheless, even at this temperature, some
water leaves the body as a gas (water vapor) each time we exhale
during breathing. This water loss in the form of water vapor has
considerable importance for total-body-water homeostasis and must
be replaced with water obtained from food or drink.

Water molecules take part in many chemical reactions of the
general type:

Ri—R; + H—O—H==R;—OH + H—R,

In this reaction, the covalent bond between R; and R, and
the one between a hydrogen atom and oxygen in water are bro-
ken, and the hydroxyl group and hydrogen atom are transferred
to R; and R,, respectively. Reactions of this type are known as
hydrolytic reactions, or hydrolysis. Many large molecules in the
body are broken down into smaller molecular units by hydrolysis,
usually with the assistance of a class of molecules called enzymes.
These reactions are usually reversible, a process known as con-
densation or dehydration. In dehydration, one net water molecule
is removed to combine two small molecules into one larger one.
Dehydration reactions are responsible for, among other things,
building proteins and other large molecules required by the body.
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Other properties of water that are of importance in
physiology include the colligative properties—those that depend
on the number of dissolved substances, or solutes, in water. For
example, water moves between fluid compartments by the pro-
cess of osmosis, which you will learn about in detail in Chapter 4.
In osmosis, water moves from regions of low solute concentra-
tions to regions of high solute concentrations, regardless of the
specific type of solute. Osmosis is the mechanism by which water
is absorbed from the intestinal tract (Chapter 15) and from the
kidney tubules into the blood (Chapter 14).

Having presented this brief survey of some of the physio-
logically relevant properties of water, we turn now to a discussion
of how molecules dissolve in water. Keep in mind as you read on
that most of the chemical reactions in the body take place between
molecules that are in watery solution. Therefore, the relative solu-
bilities of different molecules influence their abilities to partici-
pate in chemical reactions.

Molecular Solubility

Molecules having a number of polar bonds and/or ionized groups
will dissolve in water. Such molecules are said to be hydrophilic,
or “water-loving.” Therefore, the presence of ionized groups such
as carboxyl and amino groups or of polar groups such as hydroxyl
groups in a molecule promotes solubility in water. In contrast,
molecules composed predominantly of carbon and hydrogen
are poorly or almost completely insoluble in water because their
electrically neutral covalent bonds are not attracted to water mol-
ecules. These molecules are hydrophobic, or “water-fearing.”

When hydrophobic molecules are mixed with water, two
phases form, as occurs when oil is mixed with water. The strong
attraction between polar molecules “squeezes” the nonpolar mol-
ecules out of the water phase. Such a separation is rarely if ever
100% complete, however, so very small amounts of nonpolar sol-
utes remain dissolved in the water phase.

A special class of molecules has a polar or ionized region at
one site and a nonpolar region at another site. Such molecules are
called amphipathic, derived from Greek terms meaning “dislike
both.” When mixed with water, amphipathic molecules form clus-
ters, with their polar (hydrophilic) regions at the surface of the clus-
ter where they are attracted to the surrounding water molecules. The
nonpolar (hydrophobic) ends are oriented toward the interior of the
cluster (Figure 2.8). This arrangement provides the maximal inter-
action between water molecules and the polar ends of the amphipa-
thic molecules. Nonpolar molecules can dissolve in the central
nonpolar regions of these clusters and thus exist in aqueous solutions
in far greater amounts than would otherwise be possible based on
their decreased solubility in water. As we will see, the orientation of
amphipathic molecules has an important function in plasma mem-
brane structure (Chapter 3) and in both the absorption of nonpolar
molecules such as fats from the intestines and their transport in the
blood (Chapter 15).

Concentration

Solute concentration is defined as the amount of the solute pres-
ent in a unit volume of solution. The concentrations of solutes in a
solution are key to their ability to produce physiological actions.
For example, the extracellular signaling molecules described in
Chapter 1, including neurotransmitters and hormones, cannot alter
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Figure 2.8 In water, amphipathic molecules aggregate into spherical
clusters. Their polar regions form hydrogen bonds with water molecules
at the surface of the cluster, whereas the nonpolar regions cluster
together and exclude water.

cellular activity unless they are present in appropriate concentra-
tions in the extracellular fluid.

One measure of the amount of a substance is its mass
expressed in grams. The unit of volume in the metric system is a
liter (L). (One liter equals 1.06 quarts; see the conversion table at
the back of the book for metric and English units.) The concentra-
tion of a solute in a solution can then be expressed as the number
of grams of the substance present in one liter of solution (g/L).
Smaller units commonly used in physiology are the deciliter (dL,
or 0.1 liter), the milliliter (mL, or 0.001 liter), and the microliter
(L, or 0.001 mL).

A comparison of the concentrations of two different substances
on the basis of the number of grams per liter of solution does not
directly indicate how many molecules of each substance are present.
For example, if the molecules of compound X are heavier than those
of compound Y, 10 g of compound X will contain fewer molecules
than 10 g of compound Y. Thus, concentrations are expressed based
upon the number of solute molecules in solution, using a measure
of mass called the molecular weight. The molecular weight of a
molecule is equal to the sum of the atomic masses of all the atoms
in the molecule. For example, glucose (C¢H;,O6) has a molecular
weight of 180 because [(6 X 12) + (12 X 1) + (6 X 16)] = 180. One
mole (mol) of a compound is the amount of the compound in grams



equal to its molecular weight. A solution containing 180 g glucose
(1 mol) in 1 L of solution is a 1 molar solution of glucose (I mol/L).
If 90 g of glucose were dissolved in 1 L of water, the solution would
have a concentration of 0.5 mol/L. Just as 1 g atomic mass of any
element contains the same number of atoms, 1 mol of any molecule
will contain the same number of molecules—6 X 10?* (Avogadro’s
number). Thus, a 1 mol/L solution of glucose contains the same
number of solute molecules per liter as a 1 mol/L solution of any
other substance.

The concentrations of solutes dissolved in the body flu-
ids are much less than 1 mol/L. Many have concentrations in the
range of millimoles per liter (1 mmol/L = 0.001 mol/L), whereas
others are present in even smaller concentrations—micromoles
per liter (I pwmol/L = 0.000001 mol/L) or nanomoles per liter
(1 nmol/L = 0.000000001 mol/L). By convention, the liter (L) term
is sometimes dropped when referring to concentrations. Thus, a
1 mmol/L solution is often written as 1 mM (the capital “M” stands
for “molar” and is defined as mol/L).

An example of the importance of solute concentrations is
related to a key homeostatic variable, that of the pH of the body flu-
ids, as described next. Maintenance of a narrow range of pH (that
is, hydrogen ion concentration) in the body fluids is absolutely criti-
cal to most physiological processes, in part because enzymes and
other proteins depend on pH for their normal shape and activity.

Hydrogen Ions and Acidity

As mentioned earlier, a hydrogen atom consists of a single proton
in its nucleus orbited by a single electron. The most common type
of hydrogen ion (H") is formed by the loss of the electron and
is, therefore, a single free proton. Molecules that release protons
(hydrogen ions) in solution are called acids, for example:

HCl ——= H'+CI”
hydrochloric acid chloride

H,CO3 =—=H T4+ HCO3~

carbonic acid
?H O|H
CH3—C|—COOH — H'" + CH;—C—COO"~

H H

lactic acid lactate

bicarbonate

Conversely, any substance that can accept a hydrogen ion is
termed a base. In the reactions shown, bicarbonate and lactate are
bases because they can combine with hydrogen ions (note the two-
way arrows in the two reactions). Also, note that by convention,
separate terms are used for the acid forms—Iactic acid and car-
bonic acid—and the bases derived from the acids—Iactate and
bicarbonate. By combining with hydrogen ions, bases decrease
the hydrogen ion concentration of a solution.

When hydrochloric acid is dissolved in water, 100% of its
atoms separate to form hydrogen and chloride ions, and these ions
do not recombine in solution (note the one-way arrow in the pre-
ceding reaction). In the case of lactic acid, however, only a frac-
tion of the lactic acid molecules in solution release hydrogen ions
at any instant. Therefore, if a 1 mol/L solution of lactic acid is
compared with a 1 mol/L solution of hydrochloric acid, the hydro-
gen ion concentration will be lower in the lactic acid solution than
in the hydrochloric acid solution. Hydrochloric acid and other

acids that are completely or nearly completely ionized in solu-
tion are known as strong acids, whereas carbonic and lactic acids
and other acids that do not completely ionize in solution are weak
acids. The same principles apply to bases.

It is important to understand that the hydrogen ion concen-
tration of a solution refers only to the hydrogen ions that are free
in solution and not to those that may be bound, for example, to
amino groups (R—NH;"). The acidity of a solution thus refers
to the free (unbound) hydrogen ion concentration in the solu-
tion; the greater the hydrogen ion concentration, the greater the
acidity. The hydrogen ion concentration is often expressed as
the solution’s pH, which is defined as the negative logarithm
to the base 10 of the hydrogen ion concentration. The brackets
around the symbol for the hydrogen ion in the following formula
indicate concentration:

pH = —log [H"]

As an example, a solution with a hydrogen ion concentration
of 1077 mol/L has a pH of 7. Pure water, due to the ionization of
some of the molecules into H" and OH™, has hydrogen ion and
hydroxyl ion concentrations of 107 mol/L (pH = 7.0) at 25°C.
The product of the concentrations of H and OH™ in pure water is
always 107 M at 25°C. A solution of pH 7.0 is termed a neutral
solution. Alkaline solutions have a lower hydrogen ion concentra-
tion (a pH greater than 7.0), whereas those with a greater hydro-
gen ion concentration (a pH lower than 7.0) are acidic solutions.
Note that as the acidity increases, the pH decreases; a change in
pH from 7 to 6 represents a 10-fold increase in the hydrogen ion
concentration. The extracellular fluid of the body has a hydrogen
ion concentration of about 4 X 10~® mol/L (pH = 7.4), with a
homeostatic range of about pH 7.35 to 7.45, and is thus slightly
alkaline. Most intracellular fluids have a slightly greater hydrogen
ion concentration (pH 7.0 to 7.2) than extracellular fluids.

As we saw earlier, the ionization of carboxyl and amino
groups involves the release and uptake, respectively, of hydrogen
ions. These groups behave as weak acids and bases. Changes in
the acidity of solutions containing molecules with carboxyl and
amino groups alter the net electrical charge on these molecules
by shifting the ionization reaction in one or the other direction
according to the general form:

R—COO™ + H* == R—COOH

For example, if the acidity of a solution containing lactate is
increased by adding hydrochloric acid, the concentration of lactic
acid will increase and that of lactate will decrease.

If the electrical charge on a molecule is altered, its interaction
with other molecules or with other regions within the same mol-
ecule changes, and thus its functional characteristics change. In the
extracellular fluid, hydrogen ion concentrations beyond the 10-fold
pH range of 7.8 to 6.8 are incompatible with life if maintained for
more than a brief period of time. Even small changes in the hydro-
gen ion concentration can produce large changes in molecular inter-
action. For example, many enzymes in the body operate efficiently
within very narrow ranges of pH. Should pH vary from the normal
homeostatic range due to disease, these enzymes work at reduced
rates, creating an even worse pathological situation.

This concludes our overview of atomic and molecular
structure, water, and pH. We turn now to a description of the
organic molecules essential for life in all living organisms,
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including humans. These are the carbon-based molecules
required for forming the building blocks of cells, tissues, and
organs; providing energy; and forming the genetic blueprints
of all life.

2.4 Classes of Organic Molecules

Because most naturally occurring carbon-containing molecules
are found in living organisms, the study of these compounds is
known as organic chemistry. (Inorganic chemistry refers to the
study of non-carbon-containing molecules.) However, the chem-
istry of living organisms, or biochemistry, now forms only a
portion of the broad field of organic chemistry.

One of the properties of the carbon atom that makes life
possible is its ability to form four covalent bonds with other
atoms, including with other carbon atoms. Because carbon atoms
can also combine with hydrogen, oxygen, nitrogen, and sulfur
atoms, a vast number of compounds can form from relatively few
chemical elements. Some of these molecules are extremely large
(macromolecules), composed of thousands of atoms. In some
cases, such large molecules form when many identical smaller
molecules, called subunits or monomers (literally, “one part”), link
together. These large molecules are known as polymers (‘“many
parts”). The structure of any polymer depends upon the structure
of the subunits, the number of subunits bonded together, and the
three-dimensional way in which the subunits are linked.

Most of the organic molecules in the body can be classi-
fied into one of four groups: carbohydrates, lipids, proteins, and
nucleic acids (Table 2.5). We will consider each of these groups
separately, but it is worth mentioning here that many molecules in
the body are made up of two or more of these groups. For exam-
ple, glycoproteins are composed of a protein covalently bonded to
one or more carbohydrates.

Carbohydrates

Although carbohydrates account for only about 1% of body
weight, they have a central contribution in the chemical reactions
that provide cells with energy. As you will learn in greater detail

in Chapter 3, energy is stored in the chemical bonds in glucose
molecules; this energy can be released within cells when required
and stored in the bonds of another molecule called adenosine tri-
phosphate (ATP). The energy stored in the bonds in ATP is used
to power many different reactions in the body, including those
necessary for cell survival, muscle contraction, protein synthesis,
and many others.

Carbohydrates are composed of carbon, hydrogen, and
oxygen atoms. Linked to most of the carbon atoms in a carbohy-
drate are a hydrogen atom and a hydroxyl group:

H—C—OH

The presence of numerous polar hydroxyl groups makes
most carbohydrates readily soluble in water.

Many carbohydrates taste sweet, particularly the carbohy-
drates known as sugars. The simplest sugars are the monomers
called monosaccharides (from the Greek for “single sugars”),
the most abundant of which is glucose, a six-carbon molecule
(CgH;,0¢). Glucose is often called “blood sugar” because it is the
major monosaccharide found in the blood.

Glucose may exist in an open chain form, or, more com-
monly, a cyclic structure as shown in Figure 2.9. Five carbon

CH,OH

|

C—0O
H \ H
\ H |
C

CH,OH
C
OH H |
\/ OH
T

|
c—0
=i
v .
[ OH H |
| | |
. H\C o/ OH
H  OH H  OH

Glucose Galactose

Figure 2.9 The structural difference between the monosaccharides
glucose and galactose is based on whether the hydroxyl group at the
position indicated lies below or above the plane of the ring.

TABLE 2.5 Major Categories of Organic Molecules in the Body

Subunits

Monosaccharides

3 fatty acids + glycerol

2 fatty acids + glycerol
+ phosphate + small charged nitrogen-containing group

None
Amino acids

Nucleotides containing the bases adenine, cytosine, guanine,
thymine; the sugar deoxyribose; and phosphate

Percentage of Predominant

Category Body Weight Atoms Subclass

Carbohydrates 1 C,H, O Polysaccharides
(and disaccharides)

Lipids 15 C,H Triglycerides
Phospholipids
Steroids

Proteins 17 C,H,O,N None

Nucleic acids 2 C,H,O,N DNA
RNA

30 Chapter 2

Nucleotides containing the bases adenine, cytosine, guanine,
uracil; the sugar ribose; and phosphate



atoms and an oxygen atom form a ring that lies in an essentially
flat plane. The hydrogen and hydroxyl groups on each carbon
lie above and below the plane of this ring. If one of the hydroxyl
groups below the ring is shifted to a position above the ring, a
different monosaccharide is produced.

Most monosaccharides in the body contain five or six car-
bon atoms and are called pentoses and hexoses, respectively.
Larger carbohydrates can be formed by joining a number of
monosaccharides together. Carbohydrates composed of two
monosaccharides are known as disaccharides. Sucrose, or table
sugar, is composed of two monosaccharides, glucose and fruc-
tose (Figure 2.10). The linking together of most monosaccha-
rides involves a dehydration reaction in which a hydroxyl group
is removed from one monosaccharide and a hydrogen atom is
removed from the other, giving rise to a molecule of water and
covalently bonding the two sugars together through an oxygen
atom. Conversely, hydrolysis of the disaccharide breaks this
linkage by adding back the water and thus uncoupling the two
monosaccharides. Other disaccharides frequently encountered
are maltose (glucose—glucose), formed during the digestion of
large carbohydrates in the intestinal tract, and lactose (glucose—
galactose), present in milk.

When many monosaccharides are linked together to form
polymers, the molecules are known as polysaccharides. Starch,
found in plant cells, and glycogen, present in animal cells, are
examples of polysaccharides (Figure 2.11). Both of these polysac-
charides are composed of thousands of glucose molecules linked
together in long chains, differing only in the degree of branch-
ing along the chain. Glycogen exists in the body as a reservoir of
available energy that is stored in the chemical bonds within indi-
vidual glucose monomers. Hydrolysis of glycogen, as occurs dur-
ing periods of fasting, leads to release of the glucose monomers
into the blood, thereby preventing blood glucose from decreasing
to dangerously low concentrations.

(‘)HZOH

H/H

H,OH_O
\H \ e (C).

\ OH H H OH/ |

OHN\/ /- H\ \/ CH,0H
? C e C
oo oH
Glucose + Fructose

dehydration reaction.

Lipids

Lipids are molecules composed predominantly (but not exclu-
sively) of hydrogen and carbon atoms. These atoms are linked by
nonpolar covalent bonds; therefore, lipids are nonpolar and have
a very low solubility in water. Lipids, which account for about
40% of the organic matter in the average body (15% of the body
weight), can be divided into four subclasses: fatty acids, triglycer-
ides, phospholipids, and steroids. Like carbohydrates, lipids are
important in physiology partly because some of them provide a
valuable source of energy. Other lipids are a major component of
all cellular membranes, and still others are important signaling
molecules.

Fatty Acids A fatty acid consists of a chain of carbon
and hydrogen atoms with an acidic carboxyl group at one end
(Figure 2.12a). Therefore, fatty acids contain two oxygen atoms in
addition to their complement of carbon and hydrogen. Fatty acids
are synthesized in cells by the covalent bonding together of two-
carbon fragments, resulting most commonly in fatty acids of 16 to
20 carbon atoms. When all the carbons in a fatty acid are linked
by single covalent bonds, the fatty acid is said to be a saturated
fatty acid, because both of the remaining available bonds in each
carbon atom are occupied—or saturated—with covalently bound
H. Some fatty acids contain one or more double bonds between
carbon atoms, and these are known as unsaturated fatty acids
(they have fewer C—H bonds than a saturated fatty acid). If one
double bond is present, a monounsaturated fatty acid is formed,
and if there is more than one double bond, a polyunsaturated
fatty acid is formed (see Figure 2.12a).

Most naturally occurring unsaturated fatty acids exist in the
cis position, with both hydrogens on the same side of the double-
bonded carbons (see Figure 2.12a). It is possible, however, to
modify fatty acids during the processing of certain fatty foods,

CH,OH

H/ h \“
\°” H/

Dehydration
—
+ -
H,OH O\ ‘
H
H [ \/ CH,OH
C_?
\
OH
— Sucrose ar Water

M Figure 2.10 Sucrose (table sugar) is a disaccharide formed when two monosaccharides, glucose and fructose, bond together through a

PHYSIOLOGICAL INQUIRY

B What is the reverse reaction called?

Answer can be found at end of chapter.
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Figure 2.11 Many molecules of glucose joined end to end and at branch points form the
branched-chain polysaccharide glycogen, shown here in diagrammatic form. The four red subunits
in the glycogen molecule correspond to the four glucose subunits shown at the bottom.

(Chapter 12), inflammation (Chapters 12
and 18), and smooth muscle contraction
(Chapter 9), among other things. Finally,
fatty acids form part of the structure of tri-
glycerides, described next.

Triglycerides Triglycerides (also
known as triacylglycerols) constitute
the majority of the lipids in the body;
these molecules are generally referred to
simply as “fats.” Triglycerides form when
glycerol, a three-carbon sugar-alcohol,
bonds to three fatty acids (Figure 2.12b).
Each of the three hydroxyl groups in
glycerol is bonded to the carboxyl group
of a fatty acid by a dehydration reaction.
The three fatty acids in a molecule
of triglyceride are usually not identical.
Therefore, a variety of triglycerides can be
formed with fatty acids of different chain
lengths and degrees of saturation. Animal
triglycerides generally contain a high pro-
portion of saturated fatty acids, whereas
plant triglycerides contain more unsatu-
rated fatty acids. Saturated fats tend to be
solid at low temperatures. In a familiar
example, heating a hamburger on the stove
melts the saturated animal fats, leaving
grease in the frying pan. When allowed
to cool, however, the oily grease returns
to its solid form. Unsaturated fats, on the
other hand, have a very low melting point,

—0,
NI

iy o

I
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H
T

PHYSIOLOGICAL INQUIRY

Answer can be found at end of chapter.

® How is the ability to store glucose as glycogen related to the general principle of physiology that
physiological processes require the transfer and balance of matter and energy?

and thus they are liquids (oil) even at low
temperatures.

Triglycerides are present in the
blood and can be synthesized in the liver.
They are stored in great quantities in adi-
pose tissue, where they serve as an energy

such that the hydrogens are on opposite sides of the double bond.
These structurally altered fatty acids are known as trans fatty
acids. The trans configuration imparts stability to the food for
longer storage and alters the food’s flavor and consistency. How-
ever, trans fatty acids have recently been linked with a number of
serious health conditions, including an elevated blood concentra-
tion of cholesterol; current health guidelines recommend against
the consumption of foods containing trans fatty acids.

Fatty acids have many important functions in the body,
including but not limited to providing energy for cellular metabo-
lism. The bonds between carbon and hydrogen atoms in a fatty acid
can be broken to release chemical energy that can be stored in the
chemical bonds of ATP. Like glucose, therefore, fatty acids are an
extremely important source of energy. In addition, some fatty acids
can be altered to produce a special class of molecules that regulate
a number of cell functions by acting as cell signaling molecules.
These modified fatty acids—collectively termed eicosanoids—are
derived from the 20-carbon, polyunsaturated fatty acid arachidonic
acid. They have been implicated in the control of blood pressure
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reserve for the body, particularly dur-
ing times when a person is fasting or requires additional energy
(exercise, for example). This occurs by hydrolysis, which releases
the fatty acids from triglycerides in adipose tissue; the fatty acids
enter the blood and are carried to the tissues and organs where
they can be metabolized to provide energy for cell functions.
Therefore, as with polysaccharides, storing energy in the form of
triglycerides requires dehydration reactions, and both polysaccha-
rides and triglycerides can be broken down by hydrolysis reactions
to usable forms of energy. Throughout this text, you will see how
these reactions are a key mechanism underlying the general prin-
ciple of physiology that physiological processes require the trans-
fer and balance of matter and energy.

PhOSphOlipidS Phospholipids are similar in overall
structure to triglycerides, with one important difference. The
third hydroxyl group of glycerol, rather than being attached to
a fatty acid, is linked to phosphate. In addition, a small polar
or ionized nitrogen-containing molecule is usually attached to
this phosphate (Figure 2.12¢). These groups constitute a polar
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(c)
H 0
I
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Figure 2.12 Lipids. (a) Fatty acids may be saturated or unsaturated, such as the two common ones shown here. Note the shorthand way of
depicting the formula of a fatty acid. (b) Glycerol and fatty acids are the subunits that combine by a dehydration reaction to form triglycerides
and water. (c) Phospholipids are formed from glycerol, two fatty acids, and one or more charged groups.

PHYSIOLOGICAL INQUIRY

® Which portion of the phospholipid depicted in Figure 2.12c would face the water molecules as shown in Figure 2.8?

Answer can be found at end of chapter.
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(hydrophilic) region at one end of the phospholipid, whereas the
two fatty acid chains provide a nonpolar (hydrophobic) region at
the opposite end. Therefore, phospholipids are amphipathic. In
aqueous solution, they become organized into clusters, with their
polar ends attracted to the water molecules. This property of
phospholipids permits them to form the lipid bilayers of cellular
membranes (Chapter 3).

Steroids Steroids have adistinctly different structure from those
of the other subclasses of lipid molecules. Four interconnected rings
of carbon atoms form the skeleton of every steroid (Figure 2.13).
A few hydroxyl groups, which are polar, may be attached to this
ring structure, but they are not numerous enough to make a steroid
water-soluble. Examples of steroids are cholesterol, cortisol from
the adrenal glands, and female and male sex hormones (estrogen
and testosterone, respectively) secreted by the gonads.

Proteins

The term protein comes from the Greek proteios (“of the first
rank”), which aptly describes their importance. Proteins account
for about 50% of the organic material in the body (17% of the body
weight), and they have critical functions in almost every physi-
ological and homeostatic process (summarized in Table 2.6). Pro-
teins are composed of carbon, hydrogen, oxygen, nitrogen, and
small amounts of other elements, notably sulfur. They are macro-
molecules, often containing thousands of atoms; they are formed

SCH, CH,
(a) Steroid ring structure
CHj, CH,
ScH  CH, oH
CH3 ‘ / 3
CH,— CH
AN
CHj, CHj,
HO
(b) Cholesterol

Figure 2.13 (a) Steroid ring structure, shown with all the carbon and
hydrogen atoms in the rings and again without these atoms to emphasize
the overall ring structure of this class of lipids. (b) Different steroids
have different types and numbers of chemical groups attached at various
locations on the steroid ring, as shown by the structure of cholesterol.

acid except one (proline) has an amino (—NH,) and a carboxyl
(—COQOH) group bound to the terminal carbon atom in the molecule:

when a large number of small subunits (monomers) bond together H
via dehydration reactions to create a polymer. |
R—C—COCOH
Amino Acids The subunit monomers of proteins are amino |
acids; therefore, proteins are polymers of amino acids. Every amino NH,
TABLE 2.6 Major Categories and Functions of Proteins
Category Functions Examples

Proteins that
regulate gene

Make RNA from DNA; synthesize polypeptides from RNA

Transcription factors activate genes; RNA polymerase
transcribes genes; ribosomal proteins are required for
translation of mRNA into protein.

Ion channels in plasma membranes allow movement across
the membrane of ions such as Na* and K*.

Pancreatic lipase, amylase, and proteases released into the
small intestine break down macromolecules into smaller
molecules that can be absorbed by the intestinal cells;
protein kinases modify other proteins by the addition of
phosphate groups, which changes the function of the protein.

Plasma membrane receptors bind to hormones or

expression

Transporter Mediate the movement of solutes such as ions and organic

proteins molecules across plasma membranes

Enzymes Accelerate the rate of specific chemical reactions, such as
those required for cellular metabolism

Cell signaling Enable cells to communicate with each other, themselves,

proteins and with the external environment

Motor proteins

Structural
proteins

Defense
proteins
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Initiate movement

Support, connect, and strengthen cells, tissues, and organs

Protect against infection and disease due to pathogens

neurotransmitters in extracellular fluid.

Myosin, found in muscle cells, provides the contractile force
that shortens a muscle.

Collagen and elastin provide support for ligaments, tendons,
and certain large blood vessels; actin makes up much of the
cytoskeleton of cells.

Cytokines and antibodies attack foreign cells and proteins,
such as those from bacteria and viruses.



chains. The side chains may be nonpolar (eight
Charge on side chain Side chain Amino acid amino acids), polar but not ionized (seven amino
acids), or polar and ionized (five amino acids)
| (Figure 2.14). The human body can synthesize
Il H O many amino acids, but several must be obtained
P in the diet; the latter are known as essential
Rﬁr? ~C=OH  Carboxyl (acid) group amino acids. This term does not imply that
: NH, Amino group these amino acids are somehow more important
| than others, only that they must be obtained in
C\Ha : |‘.| the diet.
Nonpolar /CH— CHZ—JI—(‘) —COOCH Leucine . ) ) o
CHa | NH Polypeptides Amino acids are joined
| 2 together by linking the carboxyl group of one
—————————————————————————— Jl' ——————————————————] amino acid to the amino group of another. As
) &) : H in the formation of glycogen and triglycerides,
o \ i a molecule of water is formed by dehydration
Polar (not ionized) A=O=Clrl | (\;7COOH Serine (Figure 2.15). The bond formed between the
: NH, amino and carboxyl group is called a peptide
__________________________ 4 __________| bond. Although peptide bonds are covalent,
: H they can be enzymatically broken by hydrolysis
+ [ to yield individual amino acids, as happens in
Polar (ionized) NH3— CH, — CH,— CHZ’_:i?*COOH Lysine the stomach and intestines, for example, when
I NH, we digest protein in the food we eat.
I Notice in Figure 2.15 that when two

Figure 2.14 Representative structures of each class of amino acids found in proteins.

The third bond of this terminal carbon is to a hydrogen atom
and the fourth to the remainder of the molecule, which is known as
the amino acid side chain (R in the formula). These side chains are
relatively small, ranging from a single hydrogen atom to nine carbon
atoms with their associated hydrogen atoms.

The proteins of all living organisms are composed of the same
set of 20 different amino acids, corresponding to 20 different side

amino acids are linked together, one end of
the resulting molecule has a free amino group
and the other has a free carboxyl group.
Additional amino acids can be linked by peptide bonds to these
free ends. A sequence of amino acids linked by peptide bonds is
known as a polypeptide. The peptide bonds form the backbone of
the polypeptide, and the side chain of each amino acid sticks out
from the chain. Strictly speaking, the term polypeptide refers to a
structural unit and does not necessarily suggest that the molecule
is functional. When one or more polypeptides are folded into a

Peptide bond

Side group 1 Side group 2
Ry
'?1 C”) ?2 T Dehydration
NH,—CH —C—OH + NH,-CH—C—QH =
Amino Carboxyl Amino Carboxyl
group (acid) group group (acid) group

Amino acid 1 + Amino acid 2

o
NH y)—OH + HO
o
A,

Additional amino acids

Rs

1 - T
Ry \/ R
Peptide bonds

Polypeptide

Figure 2.15 Linkage of amino acids by peptide bonds to form a polypeptide.
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characteristic shape forming a functional molecule, that molecule
is called a protein. (By convention, if the number of amino acids
in a polypeptide is about 50 or fewer and has a known biological
function, the molecule is often referred to simply as a peptide, a
term we will use throughout the text where relevant.)

As mentioned earlier, one or more monosaccharides may
become covalently attached to the side chains of specific amino
acids in a protein; such proteins are known as glycoproteins.
These proteins are present in plasma membranes; are major com-
ponents of connective tissue; and are also abundant in fluids like
mucus, where they exert a protective or lubricating function.

All proteins have multiple levels of structure that give each
protein a unique shape; these are called the primary, secondary, ter-
tiary, and—in some proteins—quaternary structure. A general prin-
ciple of physiology is that structure and function are linked. This is
true even at the molecular level. The shape of a protein determines
its physiological activity. In all cases, a protein’s shape depends on its
amino acid sequence, known as the primary structure of the protein.

Primary Structure Two variables determine the primary
structure of a protein: (1) the number of amino acids in the
chain, and (2) the specific sequence of different amino acids
(Figure 2.16). Each position along the chain can be occupied by
any one of the 20 different amino acids. Every protein is defined
by its own unique primary structure.

Secondary Structure A polypeptide can be envisioned as
analogous to a string of beads, each bead representing one amino
acid (see Figure 2.16). Moreover, because amino acids can rotate

pRI03GGg

0. ; NH,

Figure 2.16 The primary structure of a polypeptide chain is the
sequence of amino acids in that chain. The polypeptide illustrated
contains 223 amino acids. Different amino acids are represented
by different-colored circles. The numbering system begins with the
amino terminal (NH,).

PHYSIOLOGICAL INQUIRY

B What is the difference between the terms polypeptide and protein?

Answer can be found at end of chapter.
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around bonds within a polypeptide chain, the chain is flexible and
can bend into a number of shapes, just as a string of beads can be
twisted into many configurations. Proteins do not appear in nature
like a linear string of beads on a chain; interactions between side
groups of each amino acid lead to bending, twisting, and folding
of the chain into a more compact structure. The final shape of a
protein is known as its conformation.

The attractions between various regions along a polypeptide
chain create secondary structure. For example, hydrogen bonds
can occur between a hydrogen linked to the nitrogen atom in one
peptide bond and the double-bonded oxygen atom in another pep-
tide bond (Figure 2.17). Because peptide bonds occur at regular
intervals along a polypeptide chain, the hydrogen bonds between
them tend to force the chain into a coiled conformation known
as an alpha helix. Hydrogen bonds can also form between pep-
tide bonds when extended regions of a polypeptide chain run
approximately parallel to each other, forming a relatively straight,
extended region known as a beta pleated sheet (see Figure 2.17).
However, for several reasons, a given region of a polypeptide
chain may assume neither a helical nor beta pleated sheet con-
formation. For example, the sizes of the side chains and the pres-
ence of ionic bonds between side chains with opposite charges can
interfere with the repetitive hydrogen bonding required to produce
these shapes. These irregular regions, known as random coil con-
formations, occur in regions linking the more regular helical and
beta pleated sheet patterns (see Figure 2.17).

Beta pleated sheets and alpha helices tend to impart upon a
protein the ability to anchor itself into a lipid bilayer, like that of a
plasma membrane, because these regions of the protein usually con-
tain amino acids with hydrophobic side chains. The hydrophobicity
of the side chains makes them more likely to remain in the lipid
environment of the plasma membrane.

Tertiary Structure Once secondary structure has been
formed, associations between additional amino acid side chains
become possible. For example, two amino acids that may have
been too far apart in the linear sequence of a polypeptide to
interact with each other may become very near each other once
secondary structure has changed the shape of the molecule. These
interactions fold the polypeptide into a new three-dimensional
conformation called its tertiary structure, making it a functional
protein (see Figure 2.17). Five major factors determine the tertiary
structure of a polypeptide chain once the amino acid sequence
(primary structure) has been formed (Figure 2.18): (1) hydrogen
bonds between side groups of amino acids or with surrounding
water molecules; (2) ionic interactions (attractive or repulsive)
between ionized regions along the chain; (3) interactions between
nonpolar (hydrophobic) regions; (4) covalent disulfide bonds
linking the sulfur-containing side chains of two cysteine amino
acids; and (5) van der Waals forces, which are very weak and
transient electrical interactions between the electrons in the outer
shells of two atoms that are in close proximity to each other.

Quaternary Structure As shown in Figure 2.19, some
proteins are composed of more than one polypeptide chain
bonded together; such proteins are said to have quaternary
structure and are known as multimeric (“many parts”) proteins.
Each polypeptide chain in a multimeric protein is called a
subunit. The same factors that influence the conformation of a
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single polypeptide also determine the interactions between the
subunits in a multimeric protein. Therefore, the subunits can
be held together by interactions between various ionized, polar,
and nonpolar side chains, as well as by disulfide covalent bonds
between the subunits.

Multimeric proteins have many diverse functions. The
subunits in a multimeric protein may be identical or different.
For example, hemoglobin, the protein that transports oxygen in
the blood, is a multimeric protein with four subunits, two of
one kind and two of another (see Figure 2.19). Each subunit

Polypeptide chain

van der Waals forces
(slight electrical attractions
between nearby atoms)

(1) @) (©) 4
Hydrogen lonic Hydrophobic ~ Covalent
bond bond interactions  (disulfide)
bond

Figure 2.18 Factors that contribute to the folding of polypeptide
chains and thus to their conformation are (1) hydrogen bonds between
side chains or with surrounding water molecules, (2) ionic interactions
between ionized side chains, (3) hydrophobic attractive forces between
nonpolar side chains, (4) disulfide bonds between side chains, and (5) van
der Waals forces between atoms in the side chains of nearby amino acids.

Tertiary
Structure

Random
coiled
region

Figure 2.17 Secondary structure of a protein forms when regions of a polypeptide chain fold and twist into either
an alpha-helical or beta pleated sheet conformation. The folding occurs largely through hydrogen bonds between
nearby amino acid side groups. Further folding of the polypeptide chain produces tertiary structure, which is the final

can bind one oxygen molecule. Other multimeric proteins that
you will learn of in this textbook create pores, or channels, in
plasma membranes to allow movement of small solutes in and
out of cells.

Figure 2.19 Hemoglobin, a multimeric protein composed of two
identical alpha (o) subunits and two identical beta (3) subunits. (The iron-
containing heme groups attached to each subunit are not shown.) In this
simplified view, the tertiary structure of subunits and their arrangement
into quaternary structure are shown without details of primary or
secondary structure.
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The primary structures (amino acid sequences) of a large
number of proteins are known, but three-dimensional conforma-
tions have been determined for only a small number. Because of
the multiple factors that can influence the folding of a polypeptide
chain, it is not yet possible to accurately predict the conformation
of a protein from its primary amino acid sequence. However, it
should be clear that a change in the primary structure of a pro-
tein may alter its secondary, tertiary, and quaternary structures.
Such an alteration in primary structure is called a mutation. Even
a single amino acid change resulting from a mutation may have
devastating consequences, as occurs when a molecule of valine
replaces a molecule of glutamic acid in the beta chains of hemo-
globin. The result of this change is a serious disease called sickle-
cell disease (also called sickle-cell anemia; see the Case Study at
the end of this chapter).

Nucleic Acids

Nucleic acids account for only 2% of body weight, yet these mol-
ecules are extremely important because they are responsible for the
storage, expression, and transmission of genetic information. The
expression of genetic information in the form of specific proteins
determines whether one is a human or a mouse, or whether a cell is
a muscle cell or an epithelial cell.

There are two classes of nucleic acids, deoxyribonucleic
acid (DNA) and ribonucleic acid (RNA). DNA molecules store
genetic information coded in the sequence of their genes, whereas
RNA molecules are involved in decoding this information into
instructions for linking together a specific sequence of amino
acids to form a specific polypeptide chain.

Both types of nucleic acids are polymers and are therefore
composed of linear sequences of repeating subunits. Each subunit,
known as a nucleotide, has three components: a phosphate group,
a sugar, and a ring of carbon and nitrogen atoms known as a base
because it can accept hydrogen ions (Figure 2.20). The phos-
phate group of one nucleotide is linked to the sugar of the adjacent
nucleotide to form a chain, with the bases sticking out from the
side of the phosphate—sugar backbone (Figure 2.21).

DNA The nucleotides in DNA contain the five-carbon sugar
deoxyribose (hence the name “deoxyribonucleic acid”). Four
different nucleotides are present in DNA, corresponding to the
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NH, (DNA and RNA)

N
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0O=P—0—CH, 0 (DNA and RNA)
-
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o | —At\i Thymine
(DNA only)

— }/O
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& (RNA only)

m Figure 2.21 Phosphate—sugar bonds link nucleotides in
sequence to form nucleic acids. Note that the pyrimidine base thymine is
only found in DNA, and uracil is only present in RNA.

four different bases that can be bound to deoxyribose. These bases
are divided into two classes: (1) the purine bases, adenine (A)
and guanine (G), which have double rings of nitrogen and carbon
atoms; and (2) the pyrimidine bases, cytosine (C) and thymine
(T), which have only a single ring (see Figure 2.21).

A DNA molecule consists of not one but two chains of
nucleotides coiled around each other in the form of a double helix
(Figure 2.22). The two chains are held together by hydrogen
bonds between a purine base on one chain and a pyrimidine base

NH,
Phosphate N
0 Base (cytosine)
I
-0—P—0—CH, N O

‘_
> N

I\ H H /' Sugar (ribose)
H\C C/H

\
OH
Typical ribonucleotide

(b)

Figure 2.20 Nucleotide subunits of DNA and RNA. Nucleotides are composed of a sugar, a base, and a phosphate group. (a) Deoxyribonucleotides
present in DNA contain the sugar deoxyribose. (b) The sugar in ribonucleotides, present in RNA, is ribose, which has an OH at a position in which

deoxyribose has only a hydrogen atom.
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AP|R) Figure 2.22 Base pairings between a purine and
pyrimidine base link the two polynucleotide strands of the DNA double
helix.

on the opposite chain. The ring structure of each base lies in a flat
plane perpendicular to the phosphate—sugar backbone, like steps
on a spiral staircase. This base pairing maintains a constant dis-
tance between the sugar—phosphate backbones of the two chains
as they coil around each other.

Specificity is imposed on the base pairings by the location
of the hydrogen-bonding groups in the four bases (Figure 2.23).
Three hydrogen bonds form between the purine guanine and the
pyrimidine cytosine (G—C pairing), whereas only two hydrogen
bonds can form between the purine adenine and the pyrimidine
thymine (A-T pairing). As a result, G is always paired with C, and
A with T. This specificity provides the mechanism for duplicating
and transferring genetic information.

The hydrogen bonds between the bases can be broken by
enzymes. This separates the double helix into two strands; such
DNA is said to be denatured. Each single strand can be replicated
to form two new molecules of DNA. This occurs during cell divi-
sion such that each daughter cell has a full complement of DNA.
The bonds can also be broken by heating DNA in a test tube,
which provides a convenient way for researchers to examine such
processes as DNA replication.

RNA RNA molecules differ in only a few respects from
DNA: (1) RNA consists of a single (rather than a double) chain
of nucleotides; (2) in RNA, the sugar in each nucleotide is ribose
rather than deoxyribose; and (3) the pyrimidine base thymine in
DNA is replaced in RNA by the pyrimidine base uracil (U) (see
Figure 2.21), which can base-pair with the purine adenine (A-U
pairing). The other three bases—adenine, guanine, and cytosine—
are the same in both DNA and RNA. Because RNA contains only
a single chain of nucleotides, portions of this chain can bend back
upon themselves and undergo base pairing with nucleotides in the
same chain or in other molecules of DNA or RNA. H

/ N/
CaC
'N"--H—N Cc—H
C=N
\ Y
H O/
Adenine Thymine
i
O--+H—N H
N/
CaC
’N_H ..... N'C_H
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/
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phosphate—sugar sequence

AP|R] Figure 2.23 Hydrogen bonds between the nucleotide
bases in DNA determine the specificity of base pairings: adenine
with thymine, and guanine with cytosine.

PHYSIOLOGICAL INQUIRY

B When a DNA molecule is heated to an extreme temperature
in a test tube, the two chains break apart. Which type of DNA
molecule would you expect to require less heat to break apart,
one with more G—C bonds, or one with more A-T bonds?

Answer can be found at end of chapter.

SUMMARY

Atoms

I. Atoms are composed of three subatomic particles: positive protons
and neutral neutrons, both located in the nucleus, and negative
electrons revolving around the nucleus in orbitals contained within
electron shells.

II. The atomic number is the number of protons in an atom, and
because atoms (except ions) are electrically neutral, it is also the
number of electrons.

III. The atomic mass of an atom is the ratio of the atom’s mass relative
to that of a carbon-12 atom.

IV. One gram atomic mass is the number of grams of an element equal
to its atomic mass. One gram atomic mass of any element contains
the same number of atoms: 6 X 107,

V. When an atom gains or loses one or more electrons, it acquires a
net electrical charge and becomes an ion.

Molecules
I. Molecules are formed by linking atoms together.

II. A covalent bond forms when two atoms share a pair of electrons.
Each type of atom can form a characteristic number of covalent
bonds: Hydrogen forms one; oxygen, two; nitrogen, three;
and carbon, four. In polar covalent bonds, one atom attracts
the bonding electrons more than the other atom of the pair.
Nonpolar covalent bonds are between two atoms of similar
electronegativities.
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III. Molecules have characteristic shapes that can be altered within

limits by the rotation of their atoms around covalent bonds.

IV. The electrical attraction between hydrogen and an oxygen or

nitrogen atom in a separate molecule, or between different regions
of the same molecule, forms a hydrogen bond.

V. Molecules may have ionic regions within their structure.
VI. Free radicals are atoms or molecules that contain atoms having an

unpaired electron in their outer electron orbital.

Solutions

I. Water, a polar molecule, is attracted to other water molecules by
hydrogen bonds. Water is the solvent in which most of the chemical
reactions in the body take place.

II. Substances dissolved in a liquid are solutes, and the liquid in which

they are dissolved is the solvent.

III. Substances that have polar or ionized groups dissolve in water by

being electrically attracted to the polar water molecules.

IV. In water, amphipathic molecules form clusters with the polar

regions at the surface and the nonpolar regions in the interior of the
cluster.

V. The molecular weight of a molecule is the sum of the atomic

weights of all its atoms. One mole of any substance is its molecular
weight in grams and contains 6 X 10* molecules.

VI. Substances that release a hydrogen ion in solution are called acids.

Those that accept a hydrogen ion are bases.

a. The acidity of a solution is determined by its free hydrogen ion
concentration; the greater the hydrogen ion concentration, the
greater the acidity.

b. The pH of a solution is the negative logarithm of the hydrogen
ion concentration. As the acidity of a solution increases, the
pH decreases. Acid solutions have a pH less than 7.0, whereas
alkaline solutions have a pH greater than 7.0.

Classes of Organic Molecules

I. Carbohydrates are composed of carbon, hydrogen, and oxygen
atoms.
a. The presence of the polar hydroxyl groups makes carbohydrates
soluble in water.
b. The most abundant monosaccharide in the body is glucose
(C¢H,0¢), which is stored in cells in the form of the
polysaccharide glycogen.

II. Most lipids have many fewer polar and ionized groups than

carbohydrates, a characteristic that makes them nearly or

completely insoluble in water.

a. Triglycerides (fats) form when fatty acids are bound to each of
the three hydroxyl groups in glycerol.

b. Phospholipids contain two fatty acids bound to two of the
hydroxyl groups in glycerol, with the third hydroxyl bound
to phosphate, which in turn is linked to a small charged or
polar compound. The polar and ionized groups at one end of
phospholipids make these molecules amphipathic.

c. Steroids are composed of four interconnected rings, often
containing a few hydroxyl and other groups.

d. One fatty acid (arachidonic acid) can be converted to a class of
signaling substances called eicosanoids.

III. Proteins, macromolecules composed primarily of carbon,
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hydrogen, oxygen, and nitrogen, are polymers of 20 different

amino acids.

a. Amino acids have an amino (—NH,) and a carboxyl (—COOH)
group bound to their terminal carbon atom.

b. Amino acids are bound together by peptide bonds between the
carboxyl group of one amino acid and the amino group of the next.

c. The primary structure of a polypeptide chain is determined by
(1) the number of amino acids in sequence and (2) the type of
amino acid at each position.

Chapter 2
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d. Hydrogen bonds between peptide bonds along a polypeptide
force much of the chain into an alpha helix or beta pleated sheet
(secondary structure).

e. Covalent disulfide bonds can form between the sulfhydryl
groups of cysteine side chains to hold regions of a polypeptide
chain close to each other; together with hydrogen bonds, ionic
bonds, hydrophobic interactions, and van der Waals forces, this
creates the final conformation of the protein (tertiary structure).

f. Multimeric proteins have multiple polypeptide chains
(quaternary structure).

Nucleic acids are responsible for the storage, expression, and

transmission of genetic information.

a. Deoxyribonucleic acid (DNA) stores genetic information.

b. Ribonucleic acid (RNA) is involved in decoding the information
in DNA into instructions for linking amino acids together to
form proteins.

c. Both types of nucleic acids are polymers of nucleotides, each
containing a phosphate group; a sugar; and a base of carbon,
hydrogen, oxygen, and nitrogen atoms.

d. DNA contains the sugar deoxyribose and consists of two chains
of nucleotides coiled around each other in a double helix. The
chains are held together by hydrogen bonds between purine and
pyrimidine bases in the two chains.

e. Base pairings in DNA always occur between guanine and
cytosine and between adenine and thymine.

f. RNA consists of a single chain of nucleotides, containing
the sugar ribose and three of the four bases found in DNA.

The fourth base in RNA is the pyrimidine uracil rather than
thymine. Uracil base-pairs with adenine.

REVIEW QUESTIONS

1.

10.

11.
12.

13.
14.

15.
16.
17.
18.
19.

20.
21.

Describe the electrical charge, mass, and location of the three
major subatomic particles in an atom.

. Which four kinds of atoms are most abundant in the body?
. Describe the distinguishing characteristics of the three classes of

essential chemical elements found in the body.

. How many covalent bonds can be formed by atoms of carbon,

nitrogen, oxygen, and hydrogen?

. What property of molecules allows them to change their three-

dimensional shape?

. Define ion and ionic bond.
. Draw the structures of an ionized carboxyl group and an ionized

amino group.

. Define free radical.
. Describe the polar characteristics of a water molecule.

What determines a molecule’s solubility or lack of solubility in
water?

Describe the organization of amphipathic molecules in water.
What is the molar concentration of 80 g of glucose dissolved in
sufficient water to make 2 L of solution?

What distinguishes a weak acid from a strong acid?

What effect does increasing the pH of a solution have upon the
ionization of a carboxyl group? An amino group?

Name the four classes of organic molecules in the body.

Describe the three subclasses of carbohydrate molecules.

What properties are characteristic of lipids?

Describe the subclasses of lipids.

Describe the linkages between amino acids that form polypeptide
chains.

What distinguishes the terms polypeptide and protein?

What two factors determine the primary structure of a polypeptide
chain?



22. Describe the types of interactions that determine the conformation

of a polypeptide chain.

23. Describe the structure of DNA and RNA.

24. Describe the characteristics of base pairings between nucleotide

bases.
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sickle-cell disease

Clinical Case Study: A Young Man with Severe Abdominal Pain
While Mountain Climbing

CHAPTER 2

An athletic, 21-year-old African-American
male in good health spent part of the sum-
mer before his senior year in college trav-
eling with friends in the western United
States. Although not an experienced
mountain climber, he joined his friends
in a professionally guided climb partway
up Mt. Rainier in Washington. Despite
his overall fitness, the rigors of the climb
were far greater than he expected, and
he found himself breathing heavily. At an
elevation of around 6000 feet, he began to feel twinges of pain on
the left side of his upper abdomen. By the time he reached 9000
feet, the pain worsened to the point that he stopped climbing and
descended the mountain. However, the pain did not go away and

in fact became very severe during the days after his climb. At that
point, he went to a local emergency room, where he was subjected
to a number of tests that revealed a disorder in his red blood cells
due to an abnormal form of the protein hemoglobin.

Recall from Figure 2.19 that hemoglobin is a protein with
quaternary structure. Each subunit in hemoglobin is noncovalently
bound to the other subunits by the forces described in Figure 2.18.
The three-dimensional (tertiary) structure of each subunit spatially
aligns the individual amino acids in such a way that the bonding
forces exert themselves between specific amino acid side groups.
Therefore, anything that disrupts the tertiary structure of hemoglo-
bin also disrupts the way in which subunits bond with one another.
The patient described here had a condition called sickle-cell
trait (SCT). Such individuals are carriers of the gene that causes

—Continued next page
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—Continued

sickle-cell disease (SCD), also called sickle-cell anemia. Individuals
with SCT have one normal gene inherited from one parent and one
gene with a mutation inherited from the other parent.

Reflect and Review #1

B Which level or levels of protein structure may be altered by a
mutation in a gene?

The SCT/SCD gene is prevalent in several regions of the world,
particularly in sub-Saharan Africa. In SCD, a mutation in the gene for
the beta subunits of hemoglobin results in the replacement of a sin-
gle glutamic acid residue with one of valine resulting in a change in
primary structure of the protein. Glutamic acid has a charged, polar
side group, whereas valine has a nonpolar side group. Thus, in hemo-
globin containing the mutation, one type of intermolecular bonding
force is replaced with a completely different one, and this can lead
to abnormal bonding of hemoglobin subunits with each other. In fact,
the hydrophobic interactions created by the valine side groups cause
multiple hemoglobin molecules to bond with each other, forming
huge polymer-like structures that precipitate out of solution within
the cytoplasm of the red blood cell resulting in a deformation of the
entire cell (Figure 2.24). This happens most noticeably when the
amount of oxygen in the red blood cell is decreased. Such a situa-
tion can occur at high altitude, where the atmospheric pressure is low
and consequently the amount of oxygen that diffuses into the lung
circulation is also low. (You will learn about the relationship between
altitude, oxygen, and atmospheric pressure in Chapter 13.)

When red blood cells become deformed into the sicklelike shape
characteristic of this disease, they are removed from the circulation by
the spleen, an organ that lies in the upper left quadrant of the abdo-
men and has an important function in eliminating dead or damaged red
blood cells from the circulation. However, in the event of a sudden, large
increase in the number of sickled cells, the spleen can become over-
filled with damaged cells and painfully enlarged. Moreover, some of the

CHAPTER 2 TEST Q UESTIONS Recall and Comprehend Answers appear in Appendix A.
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Figure 2.24 Light micrograph of blood sample from a person with
sickle-cell disease.

sickled cells can block some of the small blood vessels in the spleen,
which also causes pain and damage to the organ. This may begin quickly
but may also continue for several days, which is why our subject’s pain
did not become very severe until a day or two after his climb.

Why would our subject attempt to climb a mountain to high
altitude, knowing that the available amount of oxygen in the air is
decreased at such altitudes? Recall that we said that the man had
sickle-cell trait, not sickle-cell disease. Individuals with sickle-cell
trait produce enough normal hemoglobin to be symptom free their
entire lives and may never know that they are carriers of a mutated
gene. However, when pushed to the limits of oxygen deprivation by
high altitude and exercise, as our subject was, the result is sickling
of some of the red blood cells. Once the young man’s condition was
confirmed, he was given analgesics (painkillers) and advised to rest
for the next 2 to 3 weeks until his spleen returned to normal. His
spleen was carefully monitored during this time, and he recovered
fully. Our subject was lucky; numerous deaths due to unrecognized
SCT have occurred throughout the world as a result of situations
just like the one described here. It is a striking example of how a
protein’s overall conformation and function depend upon its primary
structure, and how polypeptide interactions are critically dependent
on the bonding forces described in this chapter.

Clinical term: sickle-cell trait

See Chapter 19 for complete, integrative case studies.

These questions test your recall of important details covered in this chapter. They also help prepare you for the type of questions
encountered in standardized exams. Many additional questions of this type are available on Connect and LearnSmart.

1. A molecule that loses an electron to a free radical
. becomes more stable.

. becomes electrically neutral.

. becomes less reactive.

. is permanently destroyed.

. becomes a free radical itself.

o a0 o

2. Of the bonding forces between atoms and molecules, which are strongest?
a. hydrogen bonds
b. bonds between oppositely charged ionized groups
c. bonds between nearby nonpolar groups
d. covalent bonds
e. bonds between polar groups

3. The process by which monomers of organic molecules are made into larger units
a. requires hydrolysis.

. results in the generation of water molecules.

. isirreversible.

. occurs only with carbohydrates.

. results in the production of ATP.
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4. Which of the following is/are not found in DNA?

a. adenine d. deoxyribose
b. uracil e. bothbandd
c. cytosine

5. Which of the following statements is incorrect about disulfide bonds?
a. They form between two cysteine amino acids.

. They are noncovalent.

. They contribute to the tertiary structure of some proteins.

. They contribute to the quaternary structure of some proteins.

e. They involve the loss of two hydrogen atoms.

a0 o

6. Match the following compounds with choices
(a) monosaccharide, (b) disaccharide, or (c) polysaccharide:
Sucrose
Glucose
Glycogen
Fructose
Starch



7. Which of the following reactions involve/involves hydrolysis?
a. formation of triglycerides

b. formation of proteins

c. breakdown of proteins

d. formation of polysaccharides

e

. a,b,andd

8. A solution of pH greater than 7.0 is an (acidic/alkaline) solution, and has an
H" concentration that is (greater/less than) than 1077 M.

9. Molecules containing both polar and nonpolar regions are known as
molecules.

10. Mutations arise from changes to the structure of a protein.

cHAPTER 2 TEST QUESTIONS Apply, Analyze, and Evaluate

Answers appear in Appendix A.

These questions, which are designed to be challenging, require you to integrate concepts covered in the chapter to draw your own
conclusions. See if you can first answer the questions without using the hints that are provided, then, if you are having difficulty, refer

back to the figures or sections indicated in the hints.

1. What is the molarity of a solution with 100 g fructose dissolved in 0.7 L
water? Hint: See Figure 2.10 for the chemical structure of fructose.

2. The pH of the fluid in the human stomach following a meal is generally around
1.5. What is the hydrogen ion concentration in such a fluid? Hint: See Section 2.3
and recall that pH is logarithmic.

3. Potassium has an atomic number of 19 and an atomic mass of 39 (ignore the
possibility of isotopes for this question). How many neutrons and electrons
are present in potassium in its nonionized (K) and ionized (K") forms? Hint:
See Section 2.1 and Table 2.2 for help.

cHAPTER 2 TEST QUESTIONS General Principles Assessment

Answers appear in Appendix A.

These questions reinforce the key theme first introduced in Chapter 1, that general principles of physiology can be applied across all

levels of organization and across all organ systems.

1. Proteins have important functions in many physiological processes. Using

Figures 2.17 through 2.19 as your guide, explain how protein structure is an

example of the general principle of physiology that physiological processes
are dictated by the laws of chemistry and physics.

cHAPTER 2 ANSWERS TO PHYSIOLOGICAL INQUIRY QUESTIONS

Figure 2.5 The presence of hydrogen bonds helps stabilize water in its
liquid form such that less water escapes into the gaseous phase.

Figure 2.10 The reverse of a dehydration reaction is called hydrolysis,
which is derived from Greek words for “water”” and “break apart.” In
hydrolysis, a molecule of water is added to a complex molecule that is
broken down into two smaller molecules.

Figure 2.11 Glucose is transferred from the blood to liver cells, which can
polymerize glucose into glycogen. At other times, hepatic glycogen can
be broken down into many glucose molecules, which are released back
into the blood and from there are transported to all cells. The breakdown
of glucose within cells supplies the energy required for most cellular
activities. Therefore, the storage of glucose as glycogen is an efficient
means of storing energy, which can be tapped when the body’s energy

requirements increase. Many molecules of glucose can be stored as one
molecule of glycogen.

Figure 2.12 The portion of the phospholipid containing the charged
phosphate and nitrogen groups would face the water, and the two fatty
acid tails would exclude water.

Figure 2.16 Polypeptide refers to a structural unit of two or more amino
acids bonded together by peptide bonds and does not imply anything
about function. A protein is a functional molecule formed by the folding
of a polypeptide into a characteristic shape, or conformation.

Figure 2.23 Because adenine and thymine are bonded by two hydrogen
bonds, whereas guanine and cytosine are held together by three hydrogen
bonds, A-T bonds would be more easily broken by heat.

ONLINE STUDY TOOLS

BLEARNSMART

b’é;‘,lnEVEA,
- aprevealed.com

Test your recall, comprehension, and critical
thinking skills with interactive questions
about the chemical composition of the body
assigned by your instructor. Also access
McGraw-Hill LearnSmart®/SmartBook® and
Anatomy & Physiology REVEALED from
your McGraw-Hill Connect® home page.

Do you have trouble accessing and retaining
key concepts when reading a textbook? This
personalized adaptive learning tool serves as a
guide to your reading by helping you discover
which aspects of the body’s chemistry you
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Color-enhanced electron microscopic image of a liver cell.
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ells are the structural and functional units of all living

organisms and make up the tissues and organs that

physiologists study. The human body is composed of
trillions of cells with highly specialized structures and functions,
but you learned in Chapter 1 that most cells can be included in one
of four major functional and morphological categories: muscle,
connective, nervous, and epithelial cells. In this chapter, we briefly
describe the structures that are common to most of the cells of the
body regardless of the category to which they belong.

Having learned the basic structures that make up cells, we
next turn our attention to how cellular proteins are synthesized,
secreted, and degraded, and how proteins participate in the
chemical reactions required for cells to survive. Proteins are
associated with practically every function living cells perform.
As described in Chapter 2, proteins have a unique shape or
conformation that is established by their primary, secondary,
tertiary, and—in some cases—quaternary structures. This
conformation enables them to bind specific molecules on portions
of their surfaces known as binding sites. This chapter includes a

discussion of the properties of protein-binding sites that apply to
all proteins, as well as a description of how these properties are
involved in one special class of protein functions—the ability of
enzymes to accelerate specific chemical reactions. We then apply
this information to a description of the multitude of biochemical
reactions involved in metabolism and cellular energy balance.

As you read this chapter, think about where the following
general principles of physiology apply. The general principle that
structure is a determinant of—and has coevolved with—function
was described at the molecular level in Chapter 2; in Section A
of this chapter, you will see how that principle is important at the
cellular level, and in Sections C and D at the protein level. Also
in Sections C and D, you will see how the general principle that
physiological processes are dictated by the laws of chemistry
and physics applies to protein function. The general principle
that homeostasis is essential for health and survival will be
explored in Sections D and E. Finally, the general principle that
physiological processes require the transfer and balance of matter
and energy will be explored in Section E. W

SECTION A

Cell Structure

3.1 Microscopic Observations of Cells

The smallest object that can be resolved with a microscope
depends upon the wavelength of the radiation used to illuminate
the specimen—the shorter the wavelength, the smaller the object
that can be seen. Whereas a light microscope can resolve objects
as small as 0.2 wm in diameter, an electron microscope, which
uses electron beams instead of light rays, can resolve structures as
small as 0.002 pm. Typical sizes of cells and cellular components
are illustrated in Figure 3.1.

Mitochondrion
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period at end h)Llﬁnan
of sentence cell

in this text.
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Can be seen with:
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Electron microscope

100 pm 10 um 1.0 um

Although living cells can be observed with a light micro-
scope, this is not possible with an electron microscope. To form
an image with an electron beam, most of the electrons must pass
through the specimen, just as light passes through a specimen in
a light microscope. However, electrons can penetrate only a short
distance through matter; therefore, the observed specimen must
be very thin. Cells to be observed with an electron microscope
must be cut into sections on the order of 0.1 wm thick, which is
about one-hundredth of the thickness of a typical cell.

i
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Figure 3.1 Typical sizes of cell structures, plotted on a logarithmic scale.
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m Figure 3.2 Electron micrograph of a thin section through a
portion of a human adrenal cell, showing the appearance of intracellular
organelles.

Because electron micrographs, such as the one in Figure 3.2,
are images of very thin sections of a cell, they can sometimes be
misleading. Structures that appear as separate objects in the elec-
tron micrograph may actually be continuous structures connected
through a region lying outside the plane of the section. As an anal-
ogy, a thin section through a ball of string would appear to be a
collection of separate lines and disconnected dots even though the
piece of string was originally continuous.

Two classes of cells, eukaryotic cells and prokaryotic cells,
can be distinguished by their structure. The cells of the human
body, as well as those of other multicellular animals and plants, are
eukaryotic (true-nucleus) cells. These cells contain a nuclear mem-
brane surrounding the cell nucleus and also contain numerous other
membrane-bound structures. Prokaryotic cells, such as bacteria, lack
these membranous structures. This chapter describes the structure of
eukaryotic cells only.

Compare an electron micrograph of a section through a
cell (see Figure 3.2) with a diagrammatic illustration of a typi-
cal human cell (Figure 3.3). What is immediately obvious from
both figures is the extensive structure inside the cell. Cells are
surrounded by a limiting barrier, the plasma membrane (also
called the cell membrane), which covers the cell surface. The cell
interior is divided into a number of compartments surrounded by
membranes. These membrane-bound compartments, along with
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some particles and filaments, are known as cell organelles. Each
cell organelle performs specific functions that contribute to the
cell’s survival.

The interior of a cell is divided into two regions: (1) the
nucleus, a spherical or oval structure usually near the center of
the cell; and (2) the cytoplasm, the region outside the nucleus
(Figure 3.4). The cytoplasm contains cell organelles and fluid
surrounding the organelles, known as the cytosol. As described
in Chapter 1, the term intracellular fluid refers to all the fluid
inside a cell—in other words, cytosol plus the fluid inside all
the organelles, including the nucleus. The chemical composi-
tions of the fluids in cell organelles may differ from that of
the cytosol. The cytosol is by far the largest intracellular fluid
compartment.

3.2 Membranes

Membranes form a major structural element in cells. Although
membranes perform a variety of functions that are important in
physiology (Table 3.1), their most universal function is to act as a
selective barrier to the passage of molecules, allowing some mol-
ecules to cross while excluding others. The plasma membrane reg-
ulates the passage of substances into and out of the cell, whereas
the membranes surrounding cell organelles allow the selective
movement of substances between the organelles and the cytosol.
One of the advantages of restricting the movements of molecules
across membranes is confining the products of chemical reac-
tions to specific cell organelles. The hindrance a membrane offers
to the passage of substances can be altered to allow increased
or decreased flow of molecules or ions across the membrane in
response to various signals.

In addition to acting as a selective barrier, the plasma mem-
brane has an important function in detecting chemical signals from
other cells and in anchoring cells to adjacent cells and to the extra-
cellular matrix of connective-tissue proteins.

Membrane Structure

The structure of membranes determines their function, just one of a
great many cellular illustrations of the general principle of physiol-
ogy that structure is a determinant of—and has coevolved with—
function. For example, all membranes consist of a double layer of
lipid molecules containing embedded proteins (Figure 3.5). The
major membrane lipids are phospholipids. One end of a phospho-
lipid has a charged or polar region, and the remainder of the mol-
ecule, which consists of two long fatty acid chains, is nonpolar;
therefore, phospholipids are amphipathic (see Chapter 2). The phos-
pholipids in plasma membranes are organized into a bilayer with the
nonpolar fatty acid chains in the middle. The polar regions of the
phospholipids are oriented toward the surfaces of the membrane as a
result of their attraction to the polar water molecules in the extracel-
lular fluid and cytosol. The lipid bilayer accounts for one of the fun-
damental functions of plasma membranes, that of acting as a barrier
to the movement of polar molecules into and out of cells.

With some exceptions, chemical bonds do not link the phos-
pholipids to each other or to the membrane proteins. Therefore,
each molecule is free to move independently of the others. This
results in considerable random lateral movement of both mem-
brane lipids and proteins parallel to the surfaces of the bilayer. In
addition, the long fatty acid chains can bend and wiggle back and
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BP|R) Figure 3.3 Structures found in most human cells. Not all structures are drawn to scale.

Plasma membranes

Nucleus

(a) Cytoplasm (b) Cytosol

AP|R) Figure 3.4 Comparison of cytoplasm and cytosol.
(a) Cytoplasm (shaded area) is the region of the cell outside the
nucleus. (b) Cytosol (shaded area) is the fluid portion of the
cytoplasm outside the cell organelles.

PHYSIOLOGICAL INQUIRY

B What compartments constitute the entire intracellular fluid?

Answer can be found at end of chapter.

forth. As a consequence, the lipid bilayer has the characteristics
of a fluid, much like a thin layer of oil on a water surface, and
this makes the membrane quite flexible. This flexibility, along
with the fact that cells are filled with fluid, allows cells to undergo
moderate changes in shape without disrupting their structural

integrity. Like a piece of cloth, a membrane can be bent and folded
but cannot be significantly stretched without being torn. As you
will learn in Chapter 4, these structural features of membranes
permit cells to undergo important physiological processes such
as exocytosis and endocytosis, and to withstand slight changes in
volume due to osmotic imbalances.

The plasma membrane also contains cholesterol, whereas
intracellular membranes contain very little. Cholesterol is
slightly amphipathic because of a single polar hydroxyl group
(see Figure 2.13) attached to its relatively rigid, nonpolar ring
structure. Like the phospholipids, therefore, cholesterol is inserted
into the lipid bilayer with its polar region at the bilayer surface and
its nonpolar rings in the interior in association with the fatty acid
chains. The polar hydroxyl group forms hydrogen bonds with the

TABLE 31 Functions of Plasma Membranes

Regulate the passage of substances into and out of cells and
between cell organelles and cytosol.

Detect chemical messengers arriving at the cell surface.
Link adjacent cells together by membrane junctions.
Anchor cells to the extracellular matrix.
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BP|R) Figure 3.5 (a) Electron micrograph of a human red blood cell plasma membrane. Plasma membranes are 6 to 10 nm thick, too thin to
be seen without the aid of an electron microscope. In an electron micrograph, a membrane appears as two dark lines separated by a light interspace.
The dark lines correspond to the polar regions of the proteins and lipids, whereas the light interspace corresponds to the nonpolar regions of these
molecules. (b) Schematic arrangement of the proteins, phospholipids and cholesterol in a membrane. Some proteins have carbohydrate molecules

attached to their extracellular surface.

polar regions of phospholipids. The close association of the non-
polar rings of cholesterol with the fatty acid tails of phospholipids
tends to limit the ordered packing of fatty acids in the membrane.
A more highly ordered, tightly packed arrangement of fatty acids
tends to reduce membrane fluidity. Thus, cholesterol and phos-
pholipids have a coordinated function in maintaining an inter-
mediate membrane fluidity. At high temperatures, cholesterol
reduces membrane fluidity, possibly by limiting lateral movement
of phospholipids. At low temperatures, cholesterol minimizes the
decrease in fluidity that would otherwise occur. The latter effect
most likely is due to the reduced ability of fatty acid chains to
form tightly packed, ordered structures. Cholesterol also may
associate with certain classes of plasma membrane phospholip-
ids and proteins, forming organized clusters that work together
to pinch off portions of the plasma membrane to form vesicles
that deliver their contents to various intracellular organelles, as
Chapter 4 will describe.

There are two classes of membrane proteins: integral and
peripheral. Integral membrane proteins are closely associated
with the membrane lipids and cannot be extracted from the mem-
brane without disrupting the lipid bilayer. Like the phospholip-
ids, the integral proteins are amphipathic, having polar amino
acid side chains in one region of the molecule and nonpolar side
chains clustered together in a separate region. Because they are
amphipathic, integral proteins are arranged in the membrane with
the same orientation as amphipathic lipids—the polar regions are
at the surfaces in association with polar water molecules, and the
nonpolar regions are in the interior in association with nonpolar
fatty acid chains (Figure 3.6). Like the membrane lipids, many of
the integral proteins can move laterally in the plane of the mem-
brane, but others are immobilized because they are linked to a
network of peripheral proteins located primarily at the cytosolic
surface of the membrane.

Most integral proteins span the entire membrane and are
referred to as transmembrane proteins. The polypeptide chains
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of many of these transmembrane proteins cross the lipid bilayer
several times (Figure 3.7). These proteins have polar regions
connected by nonpolar segments that associate with the non-
polar regions of the lipids in the membrane interior. The polar
regions of transmembrane proteins may extend far beyond the
surfaces of the lipid bilayer. Some transmembrane proteins form
channels through which ions or water can cross the membrane,
whereas others are associated with the transmission of chemical
signals across the membrane or the anchoring of extracellular
and intracellular protein filaments to the plasma membrane.
Peripheral membrane proteins are not amphipathic and
do not associate with the nonpolar regions of the lipids in the
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m Figure 3.6 Arrangement of integral and peripheral
membrane proteins in association with a bimolecular layer of
phospholipids.
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Figure 3.7 A typical transmembrane protein with multiple
hydrophobic segments traversing the lipid bilayer. Each transmembrane
segment is composed of nonpolar amino acids spiraled in an alpha-
helical conformation (shown as cylinders).

interior of the membrane. They are located at the membrane sur-
face where they are bound to the polar regions of the integral
membrane proteins (see Figure 3.6) and also in some cases to
the charged polar regions of membrane phospholipids. Most of
the peripheral proteins are on the cytosolic surface of the plasma
membrane where they may perform one of several different types
of actions. For example, some peripheral proteins are enzymes
that mediate metabolism of membrane components; others are
involved in local transport of small molecules along the mem-
brane or between the membrane and cytosol. Many are associated
with cytoskeletal elements that influence cell shape and motility.

The extracellular surface of the plasma membrane contains
small amounts of carbohydrate covalently linked to some of the
membrane lipids and proteins. These carbohydrates consist of
short, branched chains of monosaccharides that extend from the
cell surface into the extracellular fluid, where they form a layer
known as the glycocalyx. These surface carbohydrates enable
cells to identify and interact with each other.

The lipids in the outer half of the bilayer differ somewhat
in kind and amount from those in the inner half, and, as we have
seen, the proteins or portions of proteins on the outer surface dif-
fer from those on the inner surface. Many membrane functions are
related to these asymmetries in chemical composition between the
two surfaces of a membrane.

All membranes have the general structure just described,
which is known as the fluid-mosaic model because a “mosaic”
or mix of membrane proteins are free to move in a sea of lipid
(Figure 3.8). However, the proteins and, to a lesser extent, the
lipids in the plasma membrane differ from those in organelle
membranes—for example, in the distribution of cholesterol.
Therefore, the special functions of membranes, which depend
primarily on the membrane proteins, may differ in the various

Phospholipid
bilayer

Cholesterol

Figure 3.8 Fluid-mosaic model of plasma membrane structure.

The proteins and lipids may move within the bilayer; cholesterol helps
maintain an intermediate membrane fluidity through the interactions of
its polar and nonpolar regions with phospholipids.

membrane-bound organelles and in the plasma membranes of dif-
ferent types of cells.

The fluid-mosaic model is a useful way of visualizing
cellular membranes. However, isolated regions within some
cell membranes do not conform to this model. These include
regions in which certain membrane proteins are anchored to
cytoplasmic proteins, for example, or covalently linked with
membrane lipids to form structures called “lipid rafts.” Lipid
rafts are cholesterol-rich regions of reduced membrane fluid-
ity that are believed to serve as organizing centers for the gen-
eration of complex intracellular signals. Such signals may arise
when a cell binds a hormone or paracrine molecule, for example
(see Chapter 1), and lead to changes in cellular activities such as
secretion, cell division, and many others. Another example in
which cellular membranes do not entirely conform to the fluid-
mosaic model is found when proteins in a plasma membrane are
linked together to form specialized patches of membrane junc-
tions, as described next.

Membrane Junctions

In addition to providing a barrier to the movements of molecules
between the intracellular and extracellular fluids, plasma mem-
branes are involved in the interactions between cells to form tis-
sues. Most cells are packaged into tissues and are not free to move
around the body. Even in tissues, however, there is usually a space
between the plasma membranes of adjacent cells. This space,
filled with extracellular (interstitial) fluid (see Figure 1.3), pro-
vides a pathway for substances to pass between cells on their way
to and from the blood.

The way that cells become organized into tissues and organs
depends, in part, on the ability of certain transmembrane proteins
in the plasma membrane, known as integrins, to bind to specific
proteins in the extracellular matrix and link them to membrane
proteins on adjacent cells.

Many cells are physically joined at discrete locations along
their membranes by specialized types of junctions, including des-
mosomes, tight junctions, and gap junctions. These junctions
provide yet another excellent example at the cellular level of the
general principle of physiology that structure and function are
related. Desmosomes (Figure 3.9a) consist of a region between two
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m Figure 3.9 Three types of specialized membrane junctions: (a) desmosome; (b) tight junction; (c) electron micrograph of two intestinal
epithelial cells joined by a tight junction near the apical (luminal) surface and a desmosome below the tight junction; and (d) gap junction. Eiectron
micrograph from M. Farquhar and G. E. Palade, J. Cell. Biol., 17:375-412.

PHYSIOLOGICAL INQUIRY
B What physiological function might tight junctions serve in the epithelium of the intestine, as shown in part (c) of this figure?

Answer can be found at end of chapter.
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adjacent cells where the apposed plasma membranes are separated
by about 20 nm. Desmosomes are characterized by accumulations
of protein known as “dense plaques” along the cytoplasmic surface
of the plasma membrane. These proteins serve as anchoring points
for cadherins. Cadherins are proteins that extend from the cell into
the extracellular space, where they link up and bind with cadherins
from an adjacent cell. In this way, two adjacent cells can be firmly
attached to each other. The presence of numerous desmosomes
between cells helps to provide the structural integrity of tissues in
the body. In addition, other proteins such as keratin filaments anchor
the cytoplasmic surface of desmosomes to interior structures of the
cell. It is believed that this helps secure the desmosome in place and
also provides structural support for the cell. Desmosomes hold adja-
cent cells firmly together in areas that are subject to considerable
stretching, such as the skin. The specialized area of the membrane
in the region of a desmosome is usually disk-shaped; these mem-
brane junctions could be likened to rivets or spot welds.

A second type of membrane junction, the tight junction
(Figure 3.9b), forms when the extracellular surfaces of two adja-
cent plasma membranes join together so that no extracellular space
remains between them. Unlike the desmosome, which is limited to
a disk-shaped area of the membrane, the tight junction occurs in a
band around the entire circumference of the cell. Most epithelial
cells are joined by tight junctions near their apical surfaces. For
example, epithelial cells line the inner surface of the small intestine,
where they come in contact with the digestion products in the cavity
(or lumen) of the intestine. During absorption, the products of diges-
tion move across the epithelium and enter the blood. This movement
could theoretically take place either through the extracellular space
between the epithelial cells or through the epithelial cells them-
selves. For many substances, however, movement through the extra-
cellular space is blocked by the tight junctions; this forces organic
nutrients to pass through the cells rather than between them. In this
way, the selective barrier properties of the plasma membrane can
control the types and amounts of substances absorbed. The ability
of tight junctions to impede molecular movement between cells is
not absolute. Ions and water can move through these junctions with
varying degrees of ease in different epithelia. Figure 3.9¢ shows
both a tight junction and a desmosome near the apical (luminal)
border between two epithelial cells.

A third type of junction, the gap junction, consists of pro-
tein channels linking the cytosols of adjacent cells (Figure 3.9d).
In the region of the gap junction, the two opposing plasma mem-
branes come within 2 to 4 nm of each other, which allows spe-
cific proteins (called connexins) from the two membranes to join,
forming small, protein-lined channels linking the two cells. The
small diameter of these channels (about 1.5 nm) limits what can
pass between the cytosols of the connected cells to small molecules
and ions, such as Na* and K*, and excludes the exchange of large
proteins. A variety of cell types possess gap junctions, including
the muscle cells of the heart, where they have a very important
function in the transmission of electrical activity between the cells.

3.3 Cell Organelles

In this section, we highlight some of the major structural and func-
tional features of the organelles found in nearly all the cells of the
human body. The reader should use this brief overview as a reference
to help with subsequent chapters in the textbook.

Nucleus

Almost all cells contain a single nucleus, the largest of the membrane-
bound cell organelles. A few specialized cells, such as skeletal muscle
cells, contain multiple nuclei, whereas mature red blood cells have
none. The primary function of the nucleus is the storage and trans-
mission of genetic information to the next generation of cells. This
information, coded in molecules of DNA, is also used to synthesize
the proteins that determine the structure and function of the cell, as
described later in this chapter.

Surrounding the nucleus is a barrier, the nuclear envelope,
composed of two membranes. At regular intervals along the
surface of the nuclear envelope, the two membranes are joined
to each other, forming the rims of circular openings known as
nuclear pores (Figure 3.10). RNA molecules that determine the
structure of proteins synthesized in the cytoplasm move between
the nucleus and cytoplasm through these nuclear pores. Proteins
that modulate the expression of various genes in DNA move into
the nucleus through these pores.

Within the nucleus, DNA, in association with proteins,
forms a fine network of threads known as chromatin. The
threads are coiled to a greater or lesser degree, producing the
variations in density seen in electron micrographs of the nucleus
(see Figure 3.10). At the time of cell division, the chromatin
threads become tightly condensed, forming rodlike bodies known
as chromosomes.

The most prominent structure in the nucleus is the
nucleolus, a densely staining filamentous region without a mem-
brane. It is associated with specific regions of DNA that contain
the genes for forming the particular type of RNA found in cyto-
plasmic organelles called ribosomes. This RNA and the protein
components of ribosomes are assembled in the nucleolus, then
transferred through the nuclear pores to the cytoplasm, where they
form functional ribosomes.

Ribosomes

Ribosomes are the protein factories of a cell. On ribosomes, protein
molecules are synthesized from amino acids, using genetic informa-
tion carried by RNA messenger molecules from DNA in the nucleus.
Ribosomes are large particles, about 20 nm in diameter, composed of
about 70 to 80 proteins and several RNA molecules. As described in
Section B, ribosomes consist of two subunits that either are floating
free in the cytoplasm or combine during protein synthesis. In the latter
case, the ribosomes bind to the organelle called rough endoplasmic
reticulum (described next). A typical cell may contain as many as 10
million ribosomes.

The proteins synthesized on the free ribosomes are released
into the cytosol, where they perform their varied functions. The
proteins synthesized by ribosomes attached to the rough endo-
plasmic reticulum pass into the lumen of the reticulum and are
then transferred to yet another organelle, the Golgi apparatus.
They are ultimately secreted from the cell or distributed to other
organelles.

Endoplasmic Reticulum

The most extensive cytoplasmic organelle is the network (or
“reticulum”) of membranes that form the endoplasmic reticulum
(Figure 3.11). These membranes enclose a space that is continu-
ous throughout the network.
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BP|R) Figure 3.10

Nucleus and nucleolus. acids are assembled into proteins.

Two forms of endoplasmic reticulum can be distinguished:
rough, or granular, and smooth, or agranular. The rough endo-
plasmic reticulum has ribosomes bound to its cytosolic surface,
and it has a flattened-sac appearance. Rough endoplasmic reticu-
lum is involved in packaging proteins that, after processing in the
Golgi apparatus, are secreted by the cell or distributed to other
cell organelles.

The smooth endoplasmic reticulum has no ribosomal par-
ticles on its surface and has a branched, tubular structure. It is
the site at which certain lipid molecules are synthesized, it par-
ticipates in detoxification of certain hydrophobic molecules, and it
also stores and releases Ca*" involved in controlling various cell
activities such as muscle contraction.

Golgi Apparatus

The Golgi apparatus is a series of closely apposed, flattened
membranous sacs that are slightly curved, forming a cup-shaped
structure (Figure 3.12). Associated with this organelle, particu-
larly near its concave surface, are a number of roughly spherical,
membrane-enclosed vesicles.

Proteins arriving at the Golgi apparatus from the rough
endoplasmic reticulum undergo a series of modifications as they
pass from one Golgi compartment to the next. For example, car-
bohydrates are linked to proteins to form glycoproteins, and the
length of the protein is often shortened by removing a terminal
portion of the polypeptide chain. The Golgi apparatus sorts the
modified proteins into discrete classes of transport vesicles that
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in the form of DNA. Genetic information passes
from the nucleus to the cytoplasm, where amino

will travel to various cell organelles or to the plasma membrane,
where the protein contents of the vesicle are released to the out-
side of the cell. Vesicles containing proteins to be secreted from
the cell are known as secretory vesicles. Such vesicles are found,
for example, in certain endocrine gland cells, where protein
hormones are released into the extracellular fluid to modify the
activities of other cells.

Endosomes

A number of membrane-bound vesicular and tubular struc-
tures called endosomes lie between the plasma membrane and
the Golgi apparatus. Certain types of vesicles that pinch off the
plasma membrane travel to and fuse with endosomes. In turn,
the endosome can pinch off vesicles that then move to other cell
organelles or return to the plasma membrane. Like the Golgi appa-
ratus, endosomes are involved in sorting, modifying, and direct-
ing vesicular traffic in cells.

Mitochondria

Mitochondria (singular, mitochondrion) participate in the chemi-
cal processes that transfer energy from the chemical bonds of
nutrient molecules to newly created adenosine triphosphate
(ATP) molecules, which are then made available to cells. Most of
the ATP that cells use is formed in the mitochondria by a process
called cellular respiration, which consumes oxygen and produces
carbon dioxide, heat, and water.
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on the attached ribosomes
enter the lumen of the reticulum
from which they are ultimately
distributed to other organelles
or secreted from the cell.

Smooth endoplasmic reticulum

Smooth
endoplasmic
reticulum

Structure: Highly branched
tubular network that does not
have attached ribosomes but
may be continuous with the
rough endoplasmic reticulum.

Function: Contains enzymes
for fatty acid and steroid
synthesis. Stores and releases
calcium, which controls various
cell activities.

AP|R] Figure 3.11 Rough and smooth endoplasmic reticulum. For reference, a portion of a mitochondrion is labeled.

PHYSIOLOGICAL INQUIRY

Answer can be found at end of chapter.

® Give some examples of how the structures shown in this and previous figures in this chapter help illustrate the general principle of physiology
that controlled exchange of materials occurs between compartments and across cellular membranes.

Mitochondria are spherical or elongated, rodlike structures
surrounded by an inner and an outer membrane (Figure 3.13).
The outer membrane is smooth, whereas the inner membrane
is folded into sheets or tubules known as cristae, which extend
into the inner mitochondrial compartment, the matrix. Mito-
chondria are found throughout the cytoplasm. Large numbers
of them, as many as 1000, are present in cells that utilize large
amounts of energy, whereas less active cells contain fewer. Our
modern understanding of mitochondrial structure and function
has evolved, however, from the idea that each mitochondrion
is physically and functionally isolated from others. In all cell
types that have been examined, mitochondria appear to exist at
least in part in a reticulum (Figure 3.14). This interconnected
network of mitochondria may be particularly important in the
distribution of oxygen and energy sources (notably, fatty acids)

throughout the mitochondria within a cell. Moreover, the extent
of the reticulum may change in different physiological settings;
more mitochondria may fuse, or split apart, or even destroy
themselves as the energetic demands of cells change.

In addition to providing most of the energy required to
power physiological events such as muscle contraction, mitochon-
dria also function in the synthesis of certain lipids, such as the
hormones estrogen and testosterone (Chapter 11).

Lysosomes

Lysosomes are spherical or oval organelles surrounded by a single
membrane (see Figure 3.3). A typical cell may contain several
hundred lysosomes. The fluid within a lysosome is acidic and con-
tains a variety of digestive enzymes. Lysosomes act to break down
bacteria and the debris from dead cells that have been engulfed by
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a cell. They may also break down cell organelles that have been
damaged and no longer function normally. They have an espe-
cially important function in the various cells that make up the
defense systems of the body (Chapter 18).

Peroxisomes

Like lysosomes, peroxisomes are moderately dense oval bodies
enclosed by a single membrane. Like mitochondria, peroxisomes
consume molecular oxygen, although in much smaller amounts.
This oxygen is not used in the transfer of energy to ATP, however.
Instead, it undergoes reactions that remove hydrogen from organic
molecules including lipids, alcohol, and potentially toxic ingested

Matrix Cristae

Golgi apparatus

Structure: Series of cup-shaped, closely apposed, flattened,
membranous sacs; associated with numerous vesicles.
Generally, a single Golgi apparatus is located in the central
portion of a cell near its nucleus.

Function: Concentrates, modifies, and sorts proteins arriving
from the rough endoplasmic reticulum prior to their distribution,
by way of the Golgi vesicles, to other organelles or to secretion
from the cell.

Golgi apparatus

substances. One of the reaction products is hydrogen peroxide,
H,0,, thus the organelle’s name. Hydrogen peroxide can be toxic
to cells in high concentrations, but peroxisomes can also destroy
hydrogen peroxide and thereby prevent its toxic effects. Peroxi-
somes are also involved in the process by which fatty acids are
broken down into two-carbon fragments, which the cell can then
use as a source for generating ATP.

Vaults
Vaults are cytoplasmic structures composed of protein and a type

of untranslated RNA called vault RNA (VRNA). These tiny struc-
tures have been described as barrel-shaped but also as resembling

Cristae Matrix
(inner
membrane)

Outer
membrane

Mitochondrion

Structure: Rod- or oval-shaped body surrounded by two membranes. Inner membrane folds into matrix of the mitochondrion, forming cristae.

Function: Major site of ATP production, G, utilization, and CO, formation. Contains enzymes active in Krebs cycle and oxidative phosphorylation.

P|R} Figure 3.13 Mitochondrion.
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Figure 3.14 Mitochondrial reticulum in skeletal muscle cells.
The mitochondria are indicated by the letter m, other labels refer
to structures found in skeletal muscle and will be described in later

chapters. Electron micrograph courtesy G. A. Brooks et al., Exercise Physiology: Human
Bioenergetics and its Applications, McGraw-Hill Higher Education, New York.

vaulted cathedrals, from which they get their name. Although
the functions of vaults are not certain, studies using electron
microscopy and other methods have revealed that vaults tend to
be associated with nuclear pores. This has led to the hypothesis
that vaults are important for transport of molecules between the
cytosol and the nucleus. In addition, at least one vault protein is
believed to function in regulating a cell’s sensitivity to certain
drugs. For example, increased expression of this vault protein has
been linked in some studies to drug resistance, including some
drugs used in the treatment of cancer. If true, then vaults may
someday provide a target for modulating the effectiveness of such
drugs in human patients.

Cytoskeleton

In addition to the membrane-enclosed organelles, the cytoplasm
of most cells contains a variety of protein filaments. This fila-
mentous network is referred to as the cell’s cytoskeleton, and, like

Cytoskeletal filaments

the bony skeleton of the body, it is associated with processes that
maintain and change cell shape and produce cell movements.

The three classes of cytoskeletal filaments are based on
their diameter and the types of protein they contain. In order of
size, starting with the thinnest, they are (1) actin filaments (also
called microfilaments), (2) intermediate filaments, and (3) micro-
tubules (Figure 3.15). Actin filaments and microtubules can be
assembled and disassembled rapidly, allowing a cell to alter these
components of its cytoskeletal framework according to changing
requirements. In contrast, intermediate filaments, once assem-
bled, are less readily disassembled.

Actin filaments are composed of monomers of the protein
G-actin (or “globular actin”), which assemble into a polymer of
two twisting chains known as F-actin (for “filamentous”). These
filaments make up a major portion of the cytoskeleton in all cells.
They have important functions in determining cell shape, the abil-
ity of cells to move by amoeboid-like movements, cell division,
and muscle cell contraction.

Intermediate filaments are composed of twisted strands of
several different proteins, including keratin, desmin, and lamin.
These filaments also contribute to cell shape and help anchor the
nucleus. They provide considerable strength to cells and conse-
quently are most extensively developed in the regions of cells subject
to mechanical stress (for example, in association with desmosomes).

Microtubules are hollow tubes about 25 nm in diameter,
whose subunits are composed of the protein tubulin. They are
the most rigid of the cytoskeletal filaments and are present in the
long processes of neurons, where they provide the framework that
maintains the processes’ cylindrical shape. Microtubules also radi-
ate from a region of the cell known as the centrosome, which sur-
rounds two small, cylindrical bodies called centrioles, composed
of nine sets of fused microtubules. The centrosome is a cloud of
amorphous material that regulates the formation and elongation
of microtubules. During cell division, the centrosome generates
the microtubular spindle fibers used in chromosome separation.
Microtubules and actin filaments have also been implicated in the
movements of organelles within the cytoplasm. These fibrous ele-
ments form tracks, and organelles are propelled along these tracks
by contractile proteins attached to the surface of the organelles.

Diameter (nm) Protein subunit

Actin filament

Microtubule

Intermediate filament

7 G-actin
10 Several proteins
25 Tubulin

m Figure 3.15 Cytoskeletal filaments associated with cell shape and motility.
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Cilia, the hairlike extensions on the surfaces of most cells,
have a central core of microtubules organized in a pattern similar to
that found in the centrioles. Two types of cilia are found in animal
cells. In motile cilia, typically located on certain epithelial cells,
the microtubules, in combination with a contractile protein, produce
movements of the cilia. In hollow organs lined with ciliated epi-
thelium, the movements of the cilia help propel the contents of the
organ along the surface of the epithelium. An example of this is the
cilia-mediated movement of mucus against gravity up the trachea,
which helps remove inhaled particles that could damage the lungs.

The other type of cilium is known as a nonmotile, or pri-
mary, cilium; most eukaryotic cells have one or a small number
of nonmotile cilia. Unlike motile cilia, these cilia do not actively
move; instead, they are important sensory structures. A good
example you will learn about in Chapter 7 is the nonmotile cilia
found in the olfactory (smell) sensory neurons in the nose; these
cilia contain in their membranes odor-detecting proteins that
initiate the sense of smell. Physiologists have identified a large
number of diseases associated with mutated genes expressed in
cilia in different tissues; collectively, these diseases are known as
ciliopathies and occur most frequently in the retina, liver, kid-
neys, and brain.

SECTION A SUMMARY

Microscopic Observations of Cells

1. All living matter is composed of cells.
II. There are two types of cells: prokaryotic cells (bacteria) and
eukaryotic cells (plant and animal cells).

Membranes
1. Every cell is surrounded by a plasma membrane.

II. Within each eukaryotic cell are numerous membrane-bound
compartments, nonmembranous particles, and filaments, known
collectively as cell organelles.

III. A cell is divided into two regions, the nucleus and the cytoplasm.
The latter is composed of the cytosol and cell organelles other
than the nucleus.

IV. The membranes that surround the cell and cell organelles regulate
the movements of molecules and ions into and out of the cell and
its compartments.

a. Membranes consist of a bimolecular lipid layer, composed of
phospholipids with embedded proteins.

b. Integral membrane proteins are amphipathic proteins that
often span the membrane, whereas peripheral membrane
proteins are confined to the surfaces of the membrane.

V. Three types of membrane junctions link adjacent cells.

a. Desmosomes link cells that are subject to considerable stretching.

b. Tight junctions, found primarily in epithelial cells, limit the
passage of molecules through the extracellular space between
the cells.

c. Gap junctions form channels between the cytosols of adjacent
cells.

Cell Organelles
I. The nucleus transmits and expresses genetic information.
a. Threads of chromatin, composed of DNA and protein,
condense to form chromosomes when a cell divides.
b. Ribosomal subunits are assembled in the nucleolus.
II. Ribosomes, composed of RNA and protein, are the sites of protein
synthesis.
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III. The endoplasmic reticulum is a network of flattened sacs and
tubules in the cytoplasm.

a. Rough endoplasmic reticulum has attached ribosomes and is
primarily involved in the packaging of proteins to be secreted
by the cell or distributed to other organelles.

b. Smooth endoplasmic reticulum is tubular, lacks ribosomes,
and is the site of lipid synthesis and calcium accumulation
and release.

IV. The Golgi apparatus modifies and sorts the proteins that are
synthesized on the rough or granular endoplasmic reticulum and
packages them into secretory vesicles.

V. Endosomes are membrane-bound vesicles that fuse with vesicles
derived from the plasma membrane and bud off vesicles that travel
to other cell organelles.

VI. Mitochondria are the major cell sites that consume oxygen and
produce carbon dioxide in chemical processes that transfer energy to
ATP, which can then provide energy for cell functions.

VII. Lysosomes digest particulate matter that enters the cell.
VIII. Peroxisomes use oxygen to remove hydrogen from organic
molecules and in the process form hydrogen peroxide.

IX. Vaults are cytoplasmic structures made of protein and RNA and
may be involved in cytoplasmic-nuclear transport.

X. The cytoplasm contains a network of three types of filaments
that form the cytoskeleton: (a) actin filaments, (b) intermediate
filaments, and (c) microtubules. These filaments are involved in
determining cell shape, regulating cell motility and division, and
regulating cell contractility, among other functions.

SECTION A REVIEW QUESTIONS

1. Identify the location of cytoplasm, cytosol, and intracellular fluid
within a cell.
2. Identify the classes of organic molecules found in plasma
membranes.
3. Describe the orientation of the phospholipid molecules in a
membrane.
4. Which plasma membrane components are responsible for
membrane fluidity?
5. Describe the location and characteristics of integral and peripheral
membrane proteins.
6. Describe the structure and function of the three types of junctions
found between cells.
7. What function does the nucleolus perform?
Describe the location and function of ribosomes.
9. Contrast the structure and functions of the rough and smooth
endoplasmic reticulum.
10. What function does the Golgi apparatus perform?
11. What functions do endosomes perform?
12. Describe the structure and primary function of mitochondria.
13. What functions do lysosomes and peroxisomes perform?
14. List the three types of filaments associated with the
cytoskeleton. Identify the structures in cells that are composed
of microtubules.

i

SECTION A KEY TERMS

3.1 Microscopic Observations of Cells

intracellular fluid
nucleus

plasma membrane
prokaryotic cells

cell organelles
cytoplasm
cytosol
eukaryotic cells



3.2 Membranes

cadherins integrins
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fluid-mosaic model peripheral membrane proteins
gap junction phospholipids

glycocalyx tight junction

integral membrane proteins

3.3 Cell Organelles

transmembrane proteins

actin filaments chromosomes
adenosine triphosphate (ATP) cilia

centrioles cristae

centrosome cytoskeleton
chromatin endoplasmic reticulum

SECTION B

Protein Synthesis, Degradation, and Secretion

3.4 Genetic Code

The importance of proteins in physiology cannot be overstated. Pro-
teins are involved in all physiological processes, from cell signaling
to tissue remodeling to organ function. This section describes how
cells synthesize, degrade, and, in some cases, secrete proteins. We
begin with an overview of the genetic basis of protein synthesis.

As noted previously, the nucleus of a cell contains DNA,
which directs the synthesis of all proteins in the body. Molecules of
DNA contain information, coded in the sequence of nucleotides, for
protein synthesis. A sequence of DNA nucleotides containing the
information that specifies the amino acid sequence of a single poly-
peptide chain is known as a gene. A gene is thus a unit of hereditary
information. A single molecule of DNA contains many genes.

The total genetic information coded in the DNA of a typical
cell in an organism is known as its genome. The human genome con-
tains roughly 20,000 genes. Scientists have determined the nucleo-
tide sequence of the entire human genome (approximately 3 billion
nucleotides). This is only a first step, however, because the function
and regulation of most genes in the human genome remain unknown.

It is easy to misunderstand the relationship between genes,
DNA molecules, and chromosomes. In all human cells other than
eggs or sperm, there are 46 separate DNA molecules in the cell
nucleus, each molecule containing many genes. Each DNA mol-
ecule is packaged into a single chromosome composed of DNA
and proteins, so there are 46 chromosomes in each cell. A chro-
mosome contains not only its DNA molecule but also a special
class of proteins called histones. The cell’s nucleus is a marvel of
packaging. The very long DNA molecules, with lengths a thousand
times greater than the diameter of the nucleus, fit into the nucleus
by coiling around clusters of histones at frequent intervals to form
complexes known as nucleosomes. There are about 25 million of
these complexes on the chromosomes, resembling beads on a string.

Although DNA contains the information specifying the
amino acid sequences in proteins, it does not itself participate
directly in the assembly of protein molecules. Most of a cell’s
DNA is in the nucleus, whereas most protein synthesis occurs
in the cytoplasm. The transfer of information from DNA to the
site of protein synthesis is accomplished by RNA molecules,

endosomes nuclear envelope
F-actin nuclear pores
G-actin nucleolus

Golgi apparatus peroxisomes
intermediate filaments ribosomes
lysosomes secretory vesicles
matrix tubulin
microtubules vaults
mitochondria
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3.3 Cell Organelles

ciliopathies

whose synthesis is governed by the information coded in DNA.
Genetic information flows from DNA to RNA and then to pro-
tein (Figure 3.16). The process of transferring genetic informa-
tion from DNA to RNA in the nucleus is known as transcription.
The process that uses the coded information in RNA to assemble a
protein in the cytoplasm is known as translation.

transcription translation .
DNA = RNA Protein

As described in Chapter 2, a molecule of DNA consists of
two chains of nucleotides coiled around each other to form a double
helix. Each DNA nucleotide contains one of four bases—adenine

——

/leﬁ\lh Cytoplasm
\

Transcri

A

Translation \1

Proteins having
other functions

Amino acids Proteins

Enzymes

Substrates —> Products

AP|R) Figure 3.16 The expression of genetic information in

a cell occurs through the transcription of coded information from
DNA to RNA in the nucleus, followed by the translation of the RNA
information into protein synthesis in the cytoplasm. The proteins then
perform the functions that determine the characteristics of the cell.
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(A), guanine (G), cytosine (C), or thymine (T)—and each of these
bases is specifically paired by hydrogen bonds with a base on the
opposite chain of the double helix. In this base pairing, A and T
bond together and G and C bond together. Thus, both nucleotide
chains contain a specifically ordered sequence of bases, with one
chain complementary to the other. This specificity of base pairing
forms the basis of the transfer of information from DNA to RNA
and of the duplication of DNA during cell division.

The genetic language is similar in principle to a written lan-
guage, which consists of a set of symbols, such as A, B, C, D, that
form an alphabet. The letters are arranged in specific sequences
to form words, and the words are arranged in linear sequences to
form sentences. The genetic language contains only four letters,
corresponding to the bases A, G, C, and T. The genetic words are
three-base sequences that specify particular amino acids—that is,
each word in the genetic language is only three letters long. This is
termed a triplet code. The sequence of three-letter code words (trip-
lets) along a gene in a single strand of DNA specifies the sequence
of amino acids in a polypeptide chain (Figure 3.17). In this way,
a gene is equivalent to a sentence, and the genetic information in
the human genome is equivalent to a book containing about 20,000
sentences. Using a single letter (A, T, C, or G) to specify each of the
four bases in the DNA nucleotides, it would require about 550,000
pages, each equivalent to this text page, to print the nucleotide
sequence of the human genome.

The four bases in the DNA alphabet can be arranged
in 64 different three-letter combinations to form 64 triplets
4 X 4 X 4 = 64). Therefore, this code actually provides more
than enough words to code for the 20 different amino acids that
are found in proteins. This means that a given amino acid is usu-
ally specified by more than one triplet. For example, the four DNA
triplets C—C—A, C—C—G, C—C-T, and C—C—C all specify the
amino acid glycine. Only 61 of the 64 possible triplets are used to
specify amino acids. The triplets that do not specify amino acids
are known as stop signals. They perform the same function as a
period at the end of a sentence—they indicate that the end of a
genetic message has been reached.

The genetic code is a universal language used by all living
cells. For example, the triplets specifying the amino acid trypto-
phan are the same in the DNA of a bacterium, an amoeba, a plant,
and a human being. Although the same triplets are used by all liv-
ing cells, the messages they spell out—the sequences of triplets that
code for a specific protein—vary from gene to gene in each organ-
ism. The universal nature of the genetic code supports the concept
that all forms of life on earth evolved from a common ancestor.

Portion of
a geneinone
strand of DNA

Amino acid
sequence coded
by gene

Before we turn to the specific mechanisms by which the
DNA code operates in protein synthesis, an important qualification
is required. Although the information coded in genes is always first
transcribed into RNA, there are several classes of RNA required
for protein synthesis—including messenger RNA, ribosomal RNA,
and transfer RNA. Only messenger RNA directly codes for the
amino acid sequences of proteins, even though the other RNA
classes participate in the overall process of protein synthesis.

3.5 Protein Synthesis

To repeat, the first step in using the genetic information in DNA
to synthesize a protein is called transcription, and it involves the
synthesis of an RNA molecule containing coded information that
corresponds to the information in a single gene. The class of RNA
molecules that specifies the amino acid sequence of a protein and
carries this message from DNA to the site of protein synthesis in
the cytoplasm is known as messenger RNA (mRNA).

Transcription: mRNA Synthesis

Recall from Chapter 2 that ribonucleic acids are single-chain poly-
nucleotides whose nucleotides differ from DNA because they con-
tain the sugar ribose (rather than deoxyribose) and the base uracil
(rather than thymine). The other three bases—adenine, guanine,
and cytosine—occur in both DNA and RNA. The subunits used to
synthesize mRNA are free (uncombined) ribonucleotide triphos-
phates: ATP, GTP, CTP, and UTP.

Recall also that the two polynucleotide chains in DNA
are linked together by hydrogen bonds between specific pairs of
bases: A—T and C—G. To initiate RNA synthesis, the two anti-
parallel strands of the DNA double helix must separate so that
the bases in the exposed DNA can pair with the bases in free
ribonucleotide triphosphates (Figure 3.18). Free ribonucleotides
containing U bases pair with the exposed A bases in DNA; like-
wise, free ribonucleotides containing G, C, or A bases pair with
the exposed DNA bases C, G, and T, respectively. Note that ura-
cil, which is present in RNA but not DNA, pairs with the base
adenine in DNA. In this way, the nucleotide sequence in one
strand of DNA acts as a template that determines the sequence of
nucleotides in mRNA.

The aligned ribonucleotides are joined together by the
enzyme RNA polymerase, which hydrolyzes the nucleotide tri-
phosphates, releasing two of the terminal phosphate groups and
joining the remaining phosphate in covalent linkage to the ribose
of the adjacent nucleotide.

mﬂ Figure 3.17 The sequence of three-letter code words in a gene determines the sequence of amino acids in a polypeptide chain. The names
of the amino acids are abbreviated. Note that more than one three-letter code sequence can specify the same amino acid; for example, the amino acid

phenylalanine (Phe) is coded by two triplet codes, A—A—A and A—A—G.
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DNA consists of two strands of polynucleotides that
run antiparallel to each other based on the orientation of their
phosphate—sugar backbone. Because both strands are exposed
during transcription, it should theoretically be possible to form
two individual RNA molecules, one complementary to each strand
of DNA. However, only one of the two potential RNAs is typically
formed. This is because RNA polymerase binds to DNA only at
specific sites of a gene, adjacent to a sequence called the promoter.
The promoter is a specific sequence of DNA nucleotides, includ-
ing some that are common to most genes. The promoter directs
RNA polymerase to proceed along a strand in only one direc-
tion that is determined by the orientation of the phosphate—sugar
backbone. Thus, for a given gene, one strand, called the template
strand or antisense strand, has the correct orientation relative to
the location of the promoter to bind RNA polymerase. The loca-
tion of the promoter, therefore, determines which strand will be
the template strand (see Figure 3.18). Consequently, for any given
gene, only one DNA strand typically is transcribed.

Thus, the transcription of a gene begins when RNA poly-
merase binds to the promoter region of that gene. This initiates the
separation of the two strands of DNA. RNA polymerase moves
along the template strand, joining one ribonucleotide at a time (at
a rate of about 30 nucleotides per second) to the growing RNA
chain. Upon reaching a stop signal specifying the end of the gene,
the RNA polymerase releases the newly formed RNA transcript,
which is then translocated out of the nucleus where it binds to
ribosomes in the cytoplasm.

In a given cell, typically only 10% to 20% of the genes present
in DNA are transcribed into RNA. Genes are transcribed only when
RNA polymerase can bind to their promoter sites. Cells use various
mechanisms to either block or make accessible the promoter region
of a particular gene to RNA polymerase. Such regulation of gene
transcription provides a means of controlling the synthesis of spe-
cific proteins and thereby the activities characteristic of a particular
type of cell. Collectively, the specific proteins expressed in a given
cell at a particular time constitute the proteome of the cell. The pro-
teome determines the structure and function of the cell at that time.

Note that the base sequence in the RNA transcript is not
identical to that in the template strand of DNA, because the forma-
tion of RNA depends on the pairing between complementary, not

L Primary RNA transcript

Nontemplate strand
/_ of DNA

Stop signal
located here

Codon n

m Figure 3.18 Transcription
of a gene from the template strand of
DNA to a primary mRNA transcript.

identical, bases (see Figure 3.18). A three-base sequence in RNA
that specifies one amino acid is called a codon. Each codon is
complementary to a three-base sequence in DNA. For example,
the base sequence T-A—C in the template strand of DNA corre-
sponds to the codon A—U—G in transcribed RNA.

Although the entire sequence of nucleotides in the template
strand of a gene is transcribed into a complementary sequence
of nucleotides known as the primary RNA transcript or pre-
mRNA, only certain segments of most genes actually code for
sequences of amino acids. These regions of the gene, known as
exons (expression regions), are separated by noncoding sequences
of nucleotides known as introns (from “intragenic region” and
also called intervening sequences). It is estimated that as much
as 98.5% of human DNA is composed of intron sequences that
do not contain protein-coding information. What function, if
any, such large amounts of noncoding DNA may have is unclear,
although they have been postulated to exert some transcriptional
regulation. In addition, a class of very short RNA molecules called
microRNAs are transcribed in some cases from noncoding DNA.
MicroRNAs are not themselves translated into protein but, rather,
prevent the translation of specific mRNA molecules.

Before passing to the cytoplasm, a newly formed primary
RNA transcript must undergo splicing (Figure 3.19) to remove
the sequences that correspond to the DNA introns. This allows the
formation of the continuous sequence of exons that will be trans-
lated into protein. Only after this splicing occurs is the RNA termed
mature messenger RNA, or mature mRNA.

Splicing occurs in the nucleus and is performed by a com-
plex of proteins and small nuclear RNAs known as a spliceosome.
The spliceosome identifies specific nucleotide sequences at the
beginning and end of each intron-derived segment in the pri-
mary RNA transcript, removes the segment, and splices the end
of one exon-derived segment to the beginning of another to form
mRNA with a continuous coding sequence. In many cases dur-
ing the splicing process, the exon-derived segments from a single
gene can be spliced together in different sequences or some exon-
derived segments can be deleted entirely; this is called alterna-
tive splicing and is estimated to occur in more than half of all
genes. These processes result in the formation of different mRNA
sequences from the same gene and give rise, in turn, to proteins
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of the primary RNA transcript. Polypeptide chain | |

Answer can be found at end of chapter.

with different amino acid sequences. Thus, there are more differ-
ent proteins in the human body than there are genes.

Translation: Polypeptide Synthesis

After splicing, the mRNA moves through the pores in the nuclear
envelope into the cytoplasm. Although the nuclear pores allow
the diffusion of small molecules and ions between the nucleus
and cytoplasm, they have specific energy-dependent mecha-
nisms for the selective transport of large molecules such as pro-
teins and RNA.

In the cytoplasm, mRNA binds to a ribosome, the cell organ-
elle that contains the enzymes and other components required
for the translation of mRNA into protein. Before describing this
assembly process, we will examine the structure of a ribosome
and the characteristics of two additional classes of RNA involved
in protein synthesis.

Ribosomes and rRNA A ribosome is a complex particle
composed of about 70 to 80 different proteins in association with a
class of RNA molecules known as ribosomal RNA (rRNA). The
genes for rRNA are transcribed from DNA in a process similar to
that for mRNA except that a different RNA polymerase is used.
Ribosomal RNA transcription occurs in the region of the nucleus
known as the nucleolus. Ribosomal proteins, like other proteins,
are synthesized in the cytoplasm from the mRNAs specific for
them. These proteins then move back through nuclear pores to
the nucleolus, where they combine with newly synthesized rRNA
to form two ribosomal subunits, one large and one small. These
subunits are then individually transported to the cytoplasm,
where they combine to form a functional ribosome during protein
translation.

Transfer RNA How do individual amino acids identify the
appropriate codons in mRNA during the process of translation?
By themselves, free amino acids do not have the ability to bind to
the bases in mRNA codons. This process of identification involves
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the third major class of RNA, known as transfer RNA (tRNA).
Transfer RNA molecules are the smallest (about 80 nucleotides
long) of the major classes of RNA. The single chain of tRNA
loops back upon itself, forming a structure resembling a cloverleaf
with three loops (Figure 3.20).

Like mRNA and rRNA, tRNA molecules are synthesized
in the nucleus by base-pairing with DNA nucleotides at spe-
cific tRNA genes; then they move to the cytoplasm. The key
to tRNA’s function in protein synthesis is its ability to combine
with both a specific amino acid and a codon in ribosome-bound
mRNA specific for that amino acid. This permits tRNA to act
as the link between an amino acid and the mRNA codon for that
amino acid.

A tRNA molecule is covalently linked to a specific amino
acid by an enzyme known as aminoacyl-tRNA synthetase. There
are 20 different aminoacyl-tRNA synthetases, each of which cat-
alyzes the linkage of a specific amino acid to a specific type of
tRNA. The next step is to link the tRNA, bearing its attached amino
acid, to the mRNA codon for that amino acid. This is achieved by
the base pairing between tRNA and mRNA. A three-nucleotide
sequence at the end of one of the loops of tRNA can base-pair with
a complementary codon in mRNA. This tRNA three-letter code
sequence is appropriately known as an anticodon. Figure 3.20
illustrates the binding between mRNA and a tRNA specific for the
amino acid tryptophan. Note that tryptophan is covalently linked to
one end of tRNA and does not bind to either the anticodon region
of tRNA or the codon region of mRNA.

Protein Assembly The process of assembling a
polypeptide chain based on an mRNA message involves three
stages—initiation, elongation, and termination. The initiation
of synthesis occurs when a tRNA containing the amino acid
methionine binds to the small ribosomal subunit. A number of
proteins known as initiation factors are required to establish an
initiation complex, which positions the methionine-containing
tRNA opposite the mRNA codon that signals the start site at



Tryptophan tRNA

PR} Figure 3.20 Base pairing between the anticodon region
of a tRNA molecule and the corresponding codon region of an mRNA
molecule.

which assembly is to begin. The large ribosomal subunit then
binds, enclosing the mRNA between the two subunits. This
initiation phase is the slowest step in protein assembly, and factors
that influence the activity of initiation factors can regulate the
rate of protein synthesis.

Following the initiation process, the protein chain is elon-
gated by the successive addition of amino acids (Figure 3.21).
A ribosome has two binding sites for tRNA. Site 1 holds the
tRNA linked to the portion of the protein chain that has been
assembled up to this point, and site 2 holds the tRNA contain-
ing the next amino acid to be added to the chain. Ribosomal
enzymes catalyze the linkage of the protein chain to the newly
arrived amino acid. Following the formation of the peptide
bond, the tRNA at site 1 is released from the ribosome, and
the tRNA at site 2—now linked to the peptide chain—is trans-
ferred to site 1. The ribosome moves down one codon along
the mRNA, making room for the binding of the next amino
acid—tRNA molecule. This process is repeated over and over as
amino acids are added to the growing peptide chain, at an aver-
age rate of two to three per second. When the ribosome reaches
a termination sequence in mRNA (called a stop codon) speci-
fying the end of the protein, the link between the polypeptide
chain and the last tRNA is broken, and the completed protein is
released from the ribosome.

Messenger RNA molecules are not destroyed during pro-
tein synthesis, so they may be used to synthesize many more
protein molecules. In fact, while one ribosome is moving along
a particular strand of mRNA, a second ribosome may become
attached to the start site on that same mRNA and begin the
synthesis of a second identical protein molecule. Therefore, a

Protein chain
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Tryptophan tRNA

Large ribosome
subunit

Site 2

Ribosome

Amino acid

Valine tRNA

A—— Anticodon

Direction of synthesis -

m Figure 3.21 Sequence of events during protein synthesis by a ribosome.
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AP|R} Figure 3.22 Several ribosomes can simultaneously move
along a strand of mRNA, producing the same protein in different stages
of assembly.

number of ribosomes—as many as 70—may be moving along a
single strand of mRNA, each at a different stage of the translation
process (Figure 3.22).

Molecules of mRNA do not, however, remain in the cyto-
plasm indefinitely. Eventually, cytoplasmic enzymes break them
down into nucleotides. Therefore, if a gene corresponding to a
particular protein ceases to be transcribed into mRNA, the protein
will no longer be formed after its cytoplasmic mRNA molecules
have broken down.

Once a polypeptide chain has been assembled, it may
undergo posttranslational modifications to its amino acid
sequence. For example, the amino acid methionine that is used
to identify the start site of the assembly process is cleaved from
the end of most proteins. In some cases, other specific peptide
bonds within the polypeptide chain are broken, producing a num-
ber of smaller peptides, each of which may perform a different
function. For example, as illustrated in Figure 3.23, five differ-
ent proteins can be derived from the same mRNA as a result of

Ribosome m

N

1Translation of mRNA
Protein 1 into single protein

l Posttranslational

mRNA

splitting of protein 1
Protein 3

Posttranslational
splitting of protein 3
Protein 4

Protein 2

l Protein 5

Figure 3.23 Posttranslational splitting of a protein can result
in several smaller proteins, each of which may perform a different
function. All these proteins are encoded by the same gene.
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posttranslational cleavage. The same initial polypeptide may be
split at different points in different cells depending on the speci-
ficity of the hydrolyzing enzymes present.

Carbohydrates and lipid derivatives are often covalently
linked to particular amino acid side chains. These additions
may protect the protein from rapid degradation by proteolytic
enzymes or act as signals to direct the protein to those locations
in the cell where it is to function. The addition of a fatty acid to
a protein, for example, can lead the protein to anchor to a mem-
brane as the nonpolar portion of the fatty acid inserts into the
lipid bilayer.

The steps leading from DNA to a functional protein are
summarized in Table 3.2.

Events Leading from DNA to Protein

TABLE 3.2 Synthesis

Transcription

RNA polymerase binds to the promoter region of a gene and
separates the two strands of the DNA double helix in the region of
the gene to be transcribed.

Free ribonucleotide triphosphates base-pair with the
deoxynucleotides in the template strand of DNA.

The ribonucleotides paired with this strand of DNA are linked by
RNA polymerase to form a primary RNA transcript containing

a sequence of bases complementary to the template strand of the
DNA base sequence.

RNA splicing removes the intron-derived regions, which contain
noncoding sequences, in the primary RNA transcript and splices
together the exon-derived regions, which code for specific amino
acids, producing a molecule of mature mRNA.

Translation

The mRNA passes from the nucleus to the cytoplasm, where one
end of the mRNA binds to the small subunit of a ribosome.

Free amino acids are linked to their corresponding tRNAs by
aminoacyl-tRNA synthetase.

The three-base anticodon in an amino acid—tRNA complex pairs
with its corresponding codon in the region of the mRNA bound to
the ribosome.

The amino acid on the tRNA is linked by a peptide bond to the end
of the growing polypeptide chain.

The tRNA that has been freed of its amino acid is released from
the ribosome.

The ribosome moves one codon step along mRNA.

The previous four steps are repeated until a termination sequence is
reached, and the completed protein is released from the ribosome.

In some cases, the protein undergoes posttranslational processing in
which various chemical groups are attached to specific side chains
and/or the protein is split into several smaller peptide chains.



Regulation of Protein Synthesis

As noted earlier, in any given cell, only a small fraction of the
genes in the human genome are ever transcribed into mRNA
and translated into proteins. Of this fraction, a small num-
ber of genes are continuously being transcribed into mRNA.
The transcription of other genes, however, is regulated and
can be turned on or off in response to either signals generated
within the cell or external signals the cell receives. In order
for a gene to be transcribed, RNA polymerase must be able to
bind to the promoter region of the gene and be in an activated
configuration.

Transcription of most genes is regulated by a class of
proteins known as transcription factors, which act as gene
switches, interacting in a variety of ways to activate or repress
the initiation process that takes place at the promoter region
of a particular gene. The influence of a transcription factor on
transcription is not necessarily all or none, on or off; it may
simply slow or speed up the initiation of the transcription pro-
cess. The transcription factors, along with accessory proteins,
form a preinitiation complex at the promoter that is needed to
carry out the process of separating the DNA strands, removing
any blocking nucleosomes in the region of the promoter, acti-
vating the bound RNA polymerase, and moving the complex

Plasma membrane

along the template strand of DNA. Some transcription factors
bind to regions of DNA that are far removed from the promoter
region of the gene whose transcription they regulate. In this
case, the DNA containing the bound transcription factor forms
a loop that brings the transcription factor into contact with the
promoter region, where it may then activate or repress tran-
scription (Figure 3.24).

Many genes contain regulatory sites that a common tran-
scription factor can influence; there does not need to be a differ-
ent transcription factor for every gene. In addition, more than one
transcription factor may interact to control the transcription of a
given gene.

Because transcription factors are proteins, the activity of a
particular transcription factor—that is, its ability to bind to DNA
or to other regulatory proteins—can be turned on or off by allo-
steric or covalent modulation in response to signals a cell either
receives or generates. Thus, specific genes can be regulated in
response to specific signals.

To summarize, the rate of a protein’s synthesis can be regu-
lated at various points: (1) gene transcription into mRNA; (2) the
initiation of protein assembly on a ribosome; and (3) mRNA deg-
radation in the cytoplasm.

Q Extracellular signal Extracellular fluid

1 Receptor for signal

Transcription ——
factor

ric or
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Intracellular signals
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Alloste Activated
covalent transcription
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for transcription factor
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. —— 3
Nucleus

RNA polymerase complex
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m Figure 3.24 Transcription of gene B is modulated by the binding of an activated transcription factor directly to the promoter region. In
contrast, transcription of gene A is modulated by the same transcription factor, which, in this case, binds to a region of DNA considerably distant from

the promoter region.
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Mutation

Any alteration in the nucleotide sequence that spells out a
genetic message in DNA is known as a mutation. Certain
chemicals and various forms of ionizing radiation, such as
X-rays, cosmic rays, and atomic radiation, can break the chemi-
cal bonds in DNA. This can result in the loss of segments of
DNA or the incorporation of the wrong base when the broken
bonds re-form. Environmental factors that increase the rate of
mutation are known as mutagens.

Types of Mutations The simplest type of mutation,
known as a point mutation, occurs when a single base is replaced
by a different one. For example, the base sequence C—G—T
is the DNA triplet for the amino acid alanine. If guanine (G)
is replaced by adenine (A), the sequence becomes C—A—T,
which is the code for valine. If, however, cytosine (C) replaces
thymine (T), the sequence becomes C—G—C, which is another
code for alanine, and the amino acid sequence transcribed from
the mutated gene would not be altered. On the other hand, if an
amino acid code mutates to one of the termination triplets, the
translation of the mRNA message will cease when this triplet
is reached, resulting in the synthesis of a shortened, typically
nonfunctional protein.

Assume that a mutation has altered a single triplet code in a
gene, for example, alanine C—G—T changed to valine C—A—T,
so that it now codes for a protein with one different amino acid.
What effect does this mutation have upon the cell? The answer
depends upon where in the gene the mutation has occurred.
Although proteins are composed of many amino acids, the proper-
ties of a protein often depend upon a very small region of the total
molecule, such as the binding site of an enzyme. If the mutation
does not alter the conformation of the binding site, there may be
little or no change in the protein’s properties. On the other hand,
if the mutation alters the binding site, a marked change in the pro-
tein’s properties may occur.

What effects do mutations have upon the functioning of a
cell? If a mutated, nonfunctional protein is part of a chemical
reaction supplying most of a cell’s chemical energy, the loss of
the protein’s function could lead to the death of the cell. In con-
trast, if the active protein were involved in the synthesis of a par-
ticular amino acid, and if the cell could also obtain that amino
acid from the extracellular fluid, the cell function would not be
impaired by the absence of the protein.

To generalize, a mutation may have any one of three
effects upon a cell: (1) It may cause no noticeable change in cell
function; (2) it may modify cell function but still be compat-
ible with cell growth and replication; or (3) it may lead to cell
death.

Mutations and Evolution Mutations contribute to
the evolution of organisms. Although most mutations result
in either no change or an impairment of cell function, a very
small number may alter the activity of a protein in such a way
that it is more, rather than less, active; or they may introduce an
entirely new type of protein activity into a cell. If an organism
carrying such a mutant gene is able to perform some function
more effectively than an organism lacking the mutant gene, the
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organism has a better chance of reproducing and passing on
the mutant gene to its descendants. On the other hand, if the
mutation produces an organism that functions less effectively
than organisms lacking the mutation, the organism is less likely
to reproduce and pass on the mutant gene. This is the principle
of natural selection. Although any one mutation, if it is able to
survive in the population, may cause only a very slight alteration
in the properties of a cell, given enough time, a large number of
small changes can accumulate to produce very large changes in
the structure and function of an organism.

3.6 Protein Degradation

We have thus far emphasized protein synthesis, but the concentra-
tion of a particular protein in a cell at a particular time depends
upon not only its rate of synthesis but also its rates of degradation
and/or secretion.

Different proteins degrade at different rates. In part, this
depends on the structure of the protein, with some proteins hav-
ing a higher affinity for certain proteolytic enzymes than others.
A denatured (unfolded) protein is more readily digested than a
protein with an intact conformation. Proteins can be targeted for
degradation by the attachment of a small peptide, ubiquitin, to
the protein. This peptide directs the protein to a protein complex
known as a proteasome, which unfolds the protein and breaks
it down into small peptides. Degradation is an important mecha-
nism for confining the activity of a given protein to a precise win-
dow of time.

3.7 Protein Secretion

Most proteins synthesized by a cell remain in the cell, providing
structure and function for the cell’s survival. Some proteins, how-
ever, are secreted into the extracellular fluid, where they act as
signals to other cells or provide material for forming the extra-
cellular matrix. Proteins are large, charged molecules that cannot
diffuse through the lipid bilayer of plasma membranes. Therefore,
special mechanisms are required to insert them into or move them
through membranes.

Proteins destined to be secreted from a cell or to become
integral membrane proteins are recognized during the early
stages of protein synthesis. For such proteins, the first 15 to 30
amino acids that emerge from the surface of the ribosome act
as a recognition signal, known as the signal sequence or signal
peptide.

The signal sequence binds to a complex of proteins known
as a signal recognition particle, which temporarily inhibits further
growth of the polypeptide chain on the ribosome. The signal rec-
ognition particle then binds to a specific membrane protein on the
surface of the rough endoplasmic reticulum. This binding restarts
the process of protein assembly, and the growing polypeptide
chain is fed through a protein complex in the endoplasmic retic-
ulum membrane into the lumen of the reticulum (Figure 3.25).
Upon completion of protein assembly, proteins that are to be
secreted end up in the lumen of the rough endoplasmic reticulum.
Proteins that are destined to function as integral membrane pro-
teins remain embedded in the reticulum membrane.



Cytoplasm
mRNA from gene A mRNA from gene B
Free ribosome@ l Q l
Signal sequenceg l g 1
Rough
endoplasmic
reticulum
Carbohydrate
Growing group
polypeptide
chain

Cleaved signal
sequences

Golgi apparatus

Additional carbohydrate
groups

Lysosome

MCD

Secretory vesicle

Exocytosis

Secreted protein J

from gene A

Figure 3.25 Pathway of proteins destined to be secreted by cells or transferred to lysosomes.

An example of the latter might be a protein important in digestive functions in which a cell
degrades other intracellular molecules.
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Within the lumen of the endoplas-
mic reticulum, enzymes remove the signal
sequence from most proteins, so this portion
is not present in the final protein. In addition,
carbohydrate groups are sometimes linked to
various side chains in the proteins.

Following these modifications, por-
tions of the reticulum membrane bud off,
forming vesicles that contain the newly syn-
thesized proteins. These vesicles migrate to
the Golgi apparatus (see Figure 3.25) and
fuse with the Golgi membranes.

Within the Golgi apparatus, the pro-
tein may undergo further modifications. For
example, additional carbohydrate groups
may be added; these groups are typically
important as recognition sites within the cell.

While in the Golgi apparatus, the many
different proteins that have been funneled
into this organelle are sorted out according to
their final destinations. This sorting involves
the binding of regions of a particular protein
to specific proteins in the Golgi membrane
that are destined to form vesicles targeted to
a particular destination.

Following modification and sort-
ing, the proteins are packaged into vesicles
that bud off the surface of the Golgi mem-
brane. Some of the vesicles travel to the
plasma membrane, where they fuse with the
membrane and release their contents to the
extracellular fluid, a process known as exo-
cytosis. Other vesicles may dock and fuse
with lysosome membranes, delivering diges-
tive enzymes to the interior of this organelle.
Specific docking proteins on the surface of
the membrane where the vesicle finally fuses
recognize the specific proteins on the sur-
face of the vesicle.

In contrast to this entire story, if a pro-
tein does not have a signal sequence, syn-
thesis continues on a free ribosome until the
completed protein is released into the cyto-
sol. These proteins are not secreted but are
destined to function within the cell. Many
remain in the cytosol, where they function as
enzymes, for example, in various metabolic
pathways. Others are targeted to particular
cell organelles. For example, ribosomal pro-
teins are directed to the nucleus, where they
combine with rRNA before returning to the
cytosol as part of the ribosomal subunits.
The specific location of a protein is deter-
mined by binding sites on the protein that
bind to specific sites at the protein’s destina-

tion. For example, in the case of the ribosomal proteins, they bind
to sites on the nuclear pores that control access to the nucleus.
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SECTION B SUMMARY

Genetic Code

I. Genetic information is coded in the nucleotide sequences of DNA
molecules. A single gene contains either (a) the information that, via
mRNA, determines the amino acid sequence in a specific protein; or
(b) the information for forming rRNA, tRNA, or small nuclear RNAs,
which assist in protein assembly.

II. Genetic information is transferred from DNA to mRNA in the
nucleus (transcription); then mRNA passes to the cytoplasm, where
its information is used to synthesize protein (translation).

III. The “words” in the DNA genetic code consist of a sequence
of three nucleotide bases that specify a single amino acid. The
sequence of three-letter codes along a gene determines the
sequence of amino acids in a protein. More than one triplet can
specify a given amino acid.

Protein Synthesis

I. Table 3.2 summarizes the steps leading from DNA to protein
synthesis.

II. Transcription involves forming a primary RNA transcript by base-
pairing with the template strand of DNA containing a single gene.
Transcription also involves the removal of intron-derived segments
by spliceosomes to form mRNA, which moves to the cytoplasm.

III. Translation of mRNA occurs on the ribosomes in the cytoplasm
when the anticodons in tRNAs, linked to single amino acids, base-
pair with the corresponding codons in mRNA.

IV. Protein transcription factors activate or repress the transcription of
specific genes by binding to regions of DNA that interact with the
promoter region of a gene.

V. Mutagens alter DNA molecules, resulting in the addition or
deletion of nucleotides or segments of DNA. The result is an
altered DNA sequence known as a mutation. A mutation may
(a) cause no noticeable change in cell function, (b) modify cell
function but still be compatible with cell growth and replication, or
(¢) lead to the death of the cell.

Protein Degradation
I. The concentration of a particular protein in a cell depends on (a)
the rate of the corresponding gene’s transcription; (b) the rate of
initiating protein assembly on a ribosome; (c) the rate at which
mRNA is degraded; (d) the rate of protein digestion by enzymes
associated with proteasomes; and (e) the rate of secretion, if any, of
the protein from the cell.

Protein Secretion
I. Targeting of a protein for secretion depends on the signal sequence
of amino acids that first emerge from a ribosome during protein
synthesis.

secTioN C

Interactions Between Proteins and Ligands

3.8 Binding Site Characteristics

In the previous sections, we learned how the cellular machinery
synthesizes and processes proteins. We now turn our attention to
how proteins physically interact with each other and with other
molecules and ions. These interactions are fundamental to nearly
all physiological processes, clearly illustrating the general prin-
ciple of physiology that physiological processes are dictated by the
laws of chemistry and physics.
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SECTION B KEY TERMS

3.4 Genetic Code

gene stop signals
genome transcription
histones translation
nucleosomes

3.5 Protein Synthesis

anticodon pre-mRNA

codon primary RNA transcript
exons promoter

initiation factors proteome

introns ribosomal RNA (rRNA)
messenger RNA (mRNA) RNA polymerase
mutagens spliceosome

mutation template strand

natural selection transcription factors
preinitiation complex transfer RNA (tRNA)
3.6 Protein Degradation

proteasome ubiquitin

3.7 Protein Secretion

signal sequence

SECTION B REVIEW QUESTIONS

1. Describe how the genetic code in DNA specifies the amino acid
sequence in a protein.

2. List the four nucleotides found in mRNA.

Describe the main events in the transcription of genetic

information from DNA into mRNA.

Explain the difference between an exon and an intron.

What is the function of a spliceosome?

Identify the site of ribosomal subunit assembly.

Describe the function of tRNA in protein assembly.

Describe the events of protein translation that occur on the surface

of a ribosome.

9. Describe the effects of transcription factors on gene transcription.

10. List the factors that regulate the concentration of a protein in a cell.

11. What is the function of the signal sequence of a protein? How is it
formed, and where is it located?

12. Describe the pathway that leads to the secretion of proteins from cells.

13. List the three general types of effects a mutation can have on a
cell’s function.
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The ability of various molecules and ions to bind to specific
sites on the surface of a protein forms the basis for the wide vari-
ety of protein functions (refer back to Table 2.5 for a summary of
protein functions). A ligand is any molecule (including another
protein) or ion that is bound to a protein by one of the follow-
ing physical forces: (1) electrical attractions between oppositely
charged ionic or polarized groups on the ligand and the protein,
or (2) weaker attractions due to hydrophobic forces between non-
polar regions on the two molecules. These types of binding do



not involve covalent bonds; in other words, binding is generally
reversible. The region of a protein to which a ligand binds is known
as a binding site or a ligand-binding site. A protein may contain
several binding sites, each specific for a particular ligand, or it
may have multiple binding sites for the same ligand. Typically, the
binding of a ligand to a protein changes the conformation of the
protein. When this happens, the protein’s specific function may
either be activated or inhibited, depending on the ligand. In the
case of an enzyme, for example, the change in conformation may
make the enzyme more active until the ligand is removed.

Chemical Specificity

A principle of physics states that electrical forces between two
point charges decrease exponentially with distance. Although not
exactly equivalent due to shielding by water molecules, this can
apply to charges within proteins and their ligands, as well, a good
illustration of the general principle of physiology that physiologi-
cal processes are dictated by the laws of chemistry and physics.
The even weaker hydrophobic forces act only between nonpolar
groups that are very close to each other. Therefore, for a ligand to
bind to a protein, the ligand must be close to the protein surface.
This proximity occurs when the shape of the ligand is comple-
mentary to the shape of the protein’s binding site, so that the two
fit together like pieces of a jigsaw puzzle, illustrating the impor-
tance of the general principle of physiology that links structure to
function, in this case, at the molecular level (Figure 3.26).

The binding between a ligand and a protein may be so spe-
cific that a binding site can bind only one type of ligand and no
other. Such selectivity allows a protein to identify (by binding) one
particular molecule in a solution containing hundreds of different
molecules. This ability of a protein-binding site to bind specific
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.]ijﬂ Figure 3.26 The complementary shapes of ligand and the
protein-binding site determine the chemical specificity of binding.

ligands is known as chemical specificity, because the binding site
determines the type of chemical that is bound.

In Chapter 2, we described how the conformation of a protein
is determined by the sequence of the various amino acids along the
polypeptide chain. Accordingly, proteins with different amino acid
sequences have different shapes and, therefore, differently shaped
binding sites, each with its own chemical specificity. As illustrated
in Figure 3.27, the amino acids that interact with a ligand at a bind-
ing site do not need to be adjacent to each other along the poly-
peptide chain, because the three-dimensional folding of the protein
may bring various segments of the molecule into close contact.

Although some binding sites have a chemical specificity that
allows them to bind only one type of ligand, others are less specific
and thus can bind a number of related ligands. For example, three
different ligands can combine with the binding site of protein X in
Figure 3.28, because a portion of each ligand is complementary
to the shape of the binding site. In contrast, protein Y has a greater
chemical specificity and can bind only one of the three ligands.
It is the degree of specificity of proteins that determines, in part,
the side effects of therapeutic drugs. For example, a drug (ligand)
designed to treat high blood pressure may act by binding to and
thereby activating certain proteins that, in turn, help restore pres-
sure to normal. The same drug, however, may also bind to a lesser
degree to other proteins, whose functions may be completely unre-
lated to blood pressure. Changing the activities of these other pro-
teins may lead to unwanted side effects of the medication.

Figure 3.27 Amino acids that interact with the ligand at a binding
site need not be at adjacent sites along the polypeptide chain, as
indicated in this model showing the three-dimensional folding of a
protein. The unfolded polypeptide chain appears at the bottom.
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Figure 3.28 Protein X can bind all three ligands, which have
similar chemical structures. Protein Y, because of the shape of its
binding site, can bind only ligand c. Protein Y, therefore, has a greater
chemical specificity than protein X.

PHYSIOLOGICAL INQUIRY

® Assume that both proteins X and Y have been linked with disease
in humans. For which protein do you think it might be easier to
design a therapeutic drug that acts like the native ligand?

Answer can be found at end of chapter.

Affinity
The strength of ligand—protein binding is a property of the bind-
ing site known as affinity. The affinity of a binding site for a
ligand determines how likely it is that a bound ligand will leave
the protein surface and return to its unbound state. Binding sites
that tightly bind a ligand are called high-affinity binding sites;
those that weakly bind the ligand are low-affinity binding sites.
Affinity and chemical specificity are two distinct, although
closely related, properties of binding sites. Chemical specificity,
as we have seen, depends only on the shape of the binding site,
whereas affinity depends on the strength of the attraction between
the protein and the ligand. Consequently, different proteins may be
able to bind the same ligand—that is, may have the same chemi-
cal specificity—but may have different affinities for that ligand.
For example, a ligand may have a negatively charged ionized group
that would bind strongly to a site containing a positively charged
amino acid side chain but would bind less strongly to a binding
site having the same shape but no positive charge (Figure 3.29). In
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Figure 3.29 Three binding sites with the same chemical specificity
but different affinities for a ligand.

addition, the closer the surfaces of the ligand and binding site are to
each other, the stronger the attractions. Thus, the more closely the
ligand shape matches the binding site shape, the greater the affin-
ity. In other words, shape can influence affinity as well as chemical
specificity. Affinity has great importance in physiology and medi-
cine, because when a protein has a high-affinity binding site for a
ligand, very little of the ligand is required to bind to the protein. For
example, a therapeutic drug may act by binding to a protein; if the
protein has a high-affinity binding site for the drug, then only very
small quantities of the drug are usually required to treat an illness.
This reduces the likelihood of unwanted side effects.

Saturation

An equilibrium is rapidly reached between unbound ligands in solu-
tion and their corresponding protein-binding sites. At any instant,
some of the free ligands become bound to unoccupied binding
sites, and some of the bound ligands are released back into solution.
A single binding site is either occupied or unoccupied. The term
saturation refers to the fraction of total binding sites that are occu-
pied at any given time. When all the binding sites are occupied, the
population of binding sites is 100% saturated. When half the avail-
able sites are occupied, the system is 50% saturated, and so on. A
single binding site would also be 50% saturated if it were occupied
by a ligand 50% of the time. The percent saturation of a binding site
depends upon two factors: (1) the concentration of unbound ligand
in the solution, and (2) the affinity of the binding site for the ligand.

The greater the ligand concentration, the greater the probabil-
ity of a ligand molecule encountering an unoccupied binding site
and becoming bound. Therefore, the percent saturation of binding
sites increases with increasing ligand concentration until all the
sites become occupied (Figure 3.30). Assuming that the ligand is
a molecule that exerts a biological effect when it binds to a protein,
the magnitude of the effect would also increase with increasing
numbers of bound ligands until all the binding sites were occupied.
Further increases in ligand concentration would produce no further
effect because there would be no additional sites to be occupied.
To generalize, a continuous increase in the magnitude of a chemi-
cal stimulus (ligand concentration) that exerts its effects by binding
to proteins will produce an increased biological response until the
point at which the protein-binding sites are 100% saturated.

The second factor determining the percent saturation of a
binding site is the affinity of the binding site. Collisions between
molecules in a solution and a protein containing a bound ligand can
dislodge a loosely bound ligand, just as tackling a football player
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Figure 3.30 Increasing ligand concentration increases the number of binding sites occupied—that
is, it increases the percent saturation. At 100% saturation, all the binding sites are occupied, and further

increases in ligand concentration do not increase the number bound.

may cause a fumble. If a binding site has a high affinity for a ligand,
even a reduced ligand concentration will result in a high degree of
saturation because, once bound to the site, the ligand is not easily
dislodged. A low-affinity site, on the other hand, requires a higher
concentration of ligand to achieve the same degree of saturation
(Figure 3.31). One measure of binding site affinity is the ligand

concentration necessary to produce 50% sat-
uration; the lower the ligand concentration
required to bind to half the binding sites, the
greater the affinity of the binding site (see
Figure 3.31).

Competition

As we have seen, more than one type of
ligand can bind to certain binding sites (see
Figure 3.28). In such cases, competition
occurs between the ligands for the same
binding site. In other words, the presence
of multiple ligands able to bind to the same
binding site affects the percentage of binding
sites occupied by any one ligand. If two com-
peting ligands, A and B, are present, increas-
ing the concentration of A will increase the
amount of A that is bound, thereby decreas-
ing the number of sites available to B and
decreasing the amount of B that is bound.

As a result of competition, the bio-
logical effects of one ligand may be dimin-
ished by the presence of another. For
example, many drugs produce their effects

by competing with the body’s natural ligands for binding sites.
By occupying the binding sites, the drug decreases the amount of
natural ligand that can be bound.

3.9 Regulation of Binding Site

Pr(itizi:n\; :?’f‘. E‘) . :(‘. [%— Protein X
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Figure 3.31 When two different proteins, X and Y, are able to
bind the same ligand, the protein with the higher-affinity binding site
(protein Y) has more bound sites at any given ligand concentration up
to 100% saturation.

PHYSIOLOGICAL INQUIRY

B Assume that the function of protein Y in the body is to increase
blood pressure by some amount and that of protein X is to
decrease blood pressure by about the same amount. These
effects only occur, however, if the protein binds the ligand shown
in this figure. Predict what might happen if the ligand were
administered to a person with normal blood pressure.

Answer can be found at end of chapter.

Characteristics

Because proteins are associated with practically everything that
occurs in a cell, the mechanisms for controlling these functions
center on the control of protein activity. There are two ways of con-
trolling protein activity: (1) changing protein shape, which alters
the binding of ligands; and (2) as described earlier in this chapter,
regulating protein synthesis and degradation, which determines the
types and amounts of proteins in a cell.

As described in Chapter 2, a protein’s shape depends partly on
electrical attractions between charged or polarized groups in various
regions of the protein. Therefore, a change in the charge distribution
along a protein or in the polarity of the molecules immediately sur-
rounding it will alter its shape. The two mechanisms found in cells that
selectively alter protein shape are known as allosteric modulation and
covalent modulation, though only certain proteins are regulated by
modulation. Many proteins are not subject to either of these types of
modulation.

Allosteric Modulation

Whenever a ligand binds to a protein, the attracting forces between
the ligand and the protein alter the protein’s shape. For example,
as a ligand approaches a binding site, these attracting forces can
cause the surface of the binding site to bend into a shape that more
closely approximates the shape of the ligand’s surface.

Moreover, as the shape of a binding site changes, it pro-
duces changes in the shape of other regions of the protein, just
as pulling on one end of a rope (the polypeptide chain) causes
the other end of the rope to move. Therefore, when a protein con-
tains two binding sites, the noncovalent binding of a ligand to one
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site can alter the shape of the second binding site and, therefore,
the binding characteristics of that site. This is termed allosteric
modulation (Figure 3.32a), and such proteins are known as
allosteric proteins.

One binding site on an allosteric protein, known as the
functional (or active) site, carries out the protein’s physiological
function. The other binding site is the regulatory site. The ligand
that binds to the regulatory site is known as a modulator molecule,
because its binding allosterically modulates the shape, and there-
fore the activity, of the functional site. Here again is a physiologi-
cally important example of how structure and function are related
at the molecular level.

The regulatory site to which modulator molecules bind is
the equivalent of a molecular switch that controls the functional
site. In some allosteric proteins, the binding of the modulator mol-
ecule to the regulatory site turns on the functional site by changing
its shape so that it can bind the functional ligand. In other cases,
the binding of a modulator molecule turns off the functional site
by preventing the functional site from binding its ligand. In still
other cases, binding of the modulator molecule may decrease or
increase the affinity of the functional site. For example, if the
functional site is 75% saturated at a particular ligand concentra-
tion, the binding of a modulator molecule that decreases the affin-
ity of the functional site may decrease its saturation to 50%. This
concept will be especially important when we consider how car-
bon dioxide acts as a modulator molecule to lower the affinity of
the protein hemoglobin for oxygen (Chapter 13).

To summarize, the activity of a protein can be increased with-
out changing the concentration of either the protein or the functional

Functional site

Activation of functional site

-

‘ Protein
Regulatory site Modulator molecule
(a) Allosteric modulation
Functional site ATP

Protein kinase
Pi

Protein A\

Phosphoprotein phosphatase |

|
OH

(b) Covalent modulation

Figure 3.32 (a) Allosteric modulation and (b) covalent modulation of a protein’s functional

binding site.
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ligand. By controlling the concentration of the modulator molecule,
and therefore the percent saturation of the regulatory site, the func-
tional activity of an allosterically regulated protein can be increased
or decreased.

We have described thus far only those interactions between
regulatory and functional binding sites. There is, however, a way
that functional sites can influence each other in certain proteins.
These proteins are composed of more than one polypeptide chain
held together by electrical attractions between the chains. There
may be only one binding site, a functional binding site, on each
chain. The binding of a functional ligand to one of the chains, how-
ever, can result in an alteration of the functional binding sites in the
other chains. This happens because the change in shape of the chain
that holds the bound ligand induces a change in the shape of the
other chains. The interaction between the functional binding sites
of a multimeric (more than one polypeptide chain) protein is known
as cooperativity. It can result in a progressive increase in the affin-
ity for ligand binding as more and more of the sites become occu-
pied. Hemoglobin again provides a useful example. As described in
Chapter 2, hemoglobin is a protein composed of four polypeptide
chains, each containing one binding site for oxygen. When oxygen
binds to the first binding site, the affinity of the other sites for oxy-
gen increases, and this continues as additional oxygen molecules
bind to each polypeptide chain until all four chains have bound an
oxygen molecule (see Chapter 13 for a description of this process
and its physiological importance).

Covalent Modulation

The second way to alter the shape and therefore the activity of a
protein is by the covalent bonding of charged
chemical groups to some of the protein’s side
chains. This is known as covalent modulation.
In most cases, a phosphate group, which has a
net negative charge, is covalently attached by a
chemical reaction called phosphorylation, in
which a phosphate group is transferred from one
molecule to another. Phosphorylation of one of
the side chains of certain amino acids in a pro-
tein introduces a negative charge into that region
of the protein. This charge alters the distribution
of electrical forces in the protein and produces a
change in protein conformation (Figure 3.32b).
If the conformational change affects a bind-
ing site, it changes the binding site’s properties.
Although the mechanism is completely different,
the effects produced by covalent modulation are
similar to those of allosteric modulation—that
is, a functional binding site may be turned on or
off, or the affinity of the site for its ligand may
be altered. Unlike allosteric modulation, which
involves noncovalent binding of modulator mol-
ecules, covalent modulation requires chemical
reactions in which covalent bonds are formed.
Most chemical reactions in the body are
mediated by a special class of proteins known
as enzymes, whose properties will be discussed
in Section D of this chapter. For now, suffice
it to say that enzymes accelerate the rate at
which reactant molecules, called substrates, are



converted to different molecules called products. Two enzymes
control a protein’s activity by covalent modulation: One adds phos-
phate, and one removes it. Any enzyme that mediates protein phos-
phorylation is called a protein kinase. These enzymes catalyze the
transfer of phosphate from a molecule of ATP to a hydroxyl group
present on the side chain of certain amino acids:

protein kinase

Protein + ATP ———— > Protein — PO42_ + ADP

The protein and ATP are the substrates for protein kinase,
and the phosphorylated protein and adenosine diphosphate (ADP)
are the products of the reaction.

There is also a mechanism for removing the phosphate
group and returning the protein to its original shape. This dephos-
phorylation is accomplished by a second class of enzymes known
as phosphoprotein phosphatases:

phosphoprotein

phosphatase

Protein — PO4%~ + H,O Protein + HPO42~

The activity of the protein will depend on the relative activity
of the kinase and phosphatase that controls the extent of the protein’s
phosphorylation. There are many protein kinases, each with speci-
ficities for different proteins, and several kinases may be present in
the same cell. The chemical specificities of the phosphoprotein phos-
phatases are broader; a single enzyme can dephosphorylate many dif-
ferent phosphorylated proteins.

An important interaction between allosteric and covalent
modulation results from the fact that protein kinases are themselves
allosteric proteins whose activity can be controlled by modulator
molecules. Therefore, the process of covalent modulation is itself
indirectly regulated by allosteric mechanisms. In addition, some
allosteric proteins can also be modified by covalent modulation.

In Chapter 5, we will describe how cell activities can be
regulated in response to signals that alter the concentrations of
various modulator molecules. These modulator molecules, in
turn, alter specific protein activities via allosteric and covalent
modulations.

SECTION C SUMMARY

Binding Site Characteristics
I. Ligands bind to proteins at sites with shapes complementary to the
ligand shape.
II. Protein-binding sites have the properties of chemical specificity,
affinity, saturation, and competition.

SECTION D

Chemical Reactions and Enzymes

Thus far, we have discussed the synthesis and regulation of pro-
teins. In this section, we describe some of the major functions
of proteins, specifically those that relate to facilitating chemical
reactions.

Thousands of chemical reactions occur each instant
throughout the body; this coordinated process of chemical change
is termed metabolism (Greek, “change”). Metabolism involves
the synthesis and breakdown of organic molecules required for

Regulation of Binding Site Characteristics
I. Protein function in a cell can be controlled by regulating either
the shape of the protein or the amounts of protein synthesized and
degraded.

II. The binding of a modulator molecule to the regulatory site on an
allosteric protein alters the shape of the functional binding site,
thereby altering its binding characteristics and the activity of the
protein. The activity of allosteric proteins is regulated by varying
the concentrations of their modulator molecules.

III. Protein kinase enzymes catalyze the addition of a phosphate group
to the side chains of certain amino acids in a protein, changing
the shape of the protein’s functional binding site and thus altering
the protein’s activity by covalent modulation. A second enzyme is
required to remove the phosphate group, returning the protein to its
original state.

SECTION C REVIEW QUESTIONS

1. List the four characteristics of a protein-binding site.

2. List the types of forces that hold a ligand on a protein surface.

3. What characteristics of a binding site determine its chemical
specificity?

4. Under what conditions can a single binding site have a chemical
specificity for more than one type of ligand?

5. What characteristics of a binding site determine its affinity for a
ligand?

6. What two factors determine the percent saturation of a binding
site?

7. How is the activity of an allosteric protein modulated?

8. How does regulation of protein activity by covalent modulation
differ from that by allosteric modulation?

SECTION C KEY TERMS

3.8 Binding Site Characteristics

affinity competition
binding site ligand
chemical specificity saturation

3.9 Regulation of Binding Site Characteristics

modulator molecule
phosphoprotein phosphatases
phosphorylation

protein kinase

regulatory site

allosteric modulation
allosteric proteins
cooperativity
covalent modulation
functional site

cell structure and function and the release of chemical energy
used for cell functions. The synthesis of organic molecules by
cells is called anabolism, and their breakdown, catabolism. For
example, the synthesis of a triglyceride is an anabolic reaction,
whereas the breakdown of a triglyceride to glycerol and fatty acids
is a catabolic reaction.

The organic molecules of the body undergo continuous trans-
formation as some molecules are broken down while others of the
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same type are being synthesized. Molecularly, no person is the same
at noon as at 8:00 a.m. because during even this short period, some of
the body’s structure has been broken down and replaced with newly
synthesized molecules. In a healthy adult, the body’s composition is
in a steady state in which the anabolic and catabolic rates for the syn-
thesis and breakdown of most molecules are equal. In other words,
homeostasis is achieved as a result of a balance between anabolism
and catabolism.

3.10 Chemical Reactions

Chemical reactions involve (1) the breaking of chemical bonds in
reactant molecules, followed by (2) the making of new chemical
bonds to form the product molecules. Take, for example, a chemi-
cal reaction that occurs in the blood in the lungs, which permits the
lungs to rid the body of carbon dioxide. In the following reaction,
carbonic acid is transformed into carbon dioxide and water. Two
of the chemical bonds in carbonic acid are broken, and the product
molecules are formed by establishing two new bonds between dif-
ferent pairs of atoms:

T I
H—-—O—C-0—H — O==C + H-—-O—H
T T T T
broken broken formed formed
H,CO; —— CO, + HyO + Energy

carbonic acid carbon water
dioxide

Because the energy contents of the reactants and products are usu-
ally different, and because it is a fundamental law of physics that
energy can neither be created nor destroyed, energy must either be
added or released during most chemical reactions. For example,
the breakdown of carbonic acid into carbon dioxide and water
releases energy because carbonic acid has a higher energy content
than the sum of the energy contents of carbon dioxide and water.

The released energy takes the form of heat, the energy of
increased molecular motion, which is measured in units of calo-
ries. One calorie (1 cal) is the amount of heat required to raise the
temperature of 1 g of water 1°C. Energies associated with most
chemical reactions are several thousand calories per mole and are
reported as Kilocalories (1 kcal = 1000 cal).

Determinants of Reaction Rates

The rate of a chemical reaction (in other words, how many mol-
ecules of product formed per unit of time) can be determined by
measuring the change in the concentration of reactants or products
per unit of time. The faster the product concentration increases or
the reactant concentration decreases, the greater the rate of the
reaction. Four factors influence the reaction rate: reactant con-
centration, activation energy, temperature, and the presence of a
catalyst.

The lower the concentration of reactants, the slower the
reaction simply because there are fewer molecules available to
react and the likelihood of any two reactants encountering each
other is low. Conversely, the higher the concentration of reactants,
the faster the reaction rate.

Given the same initial concentrations of reactants,
however, not all reactions occur at the same rate. Each type
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of chemical reaction has its own characteristic rate, which
depends upon what is called the activation energy for the reac-
tion. For a chemical reaction to occur, reactant molecules must
acquire enough energy—the activation energy—to overcome
the mutual repulsion of the electrons surrounding the atoms in
each molecule. The activation energy does not affect the differ-
ence in energy content between the reactants and final products
because the activation energy is released when the products are
formed.

How do reactants acquire activation energy? In most of the
metabolic reactions we will be considering, the reactants obtain
activation energy when they collide with other molecules. If the
activation energy required for a reaction is large, then the prob-
ability of a given reactant molecule acquiring this amount of
energy will be small, and the reaction rate will be slow. Thus,
the greater the activation energy required, the slower the rate of a
chemical reaction.

Temperature is the third factor influencing reaction rates.
The higher the temperature, the faster molecules move and the
greater their impact when they collide. Therefore, one reason that
increasing the temperature increases a reaction rate is that reac-
tants have a better chance of acquiring sufficient activation energy
such that when they collide, bonds can be broken or formed. In
addition, faster-moving molecules collide more often.

A catalyst is a substance or molecule that interacts with one
or more reactants by altering the distribution of energy between
the chemical bonds of the reactants, resulting in a decrease in the
activation energy required to transform the reactants into prod-
ucts. Catalysts may also bind two reactants and thereby bring
them in close proximity and in an orientation that facilitates their
interaction; this, too, reduces the activation energy. Because less
activation energy is required, a reaction will proceed at a faster
rate in the presence of a catalyst. The chemical composition of a
catalyst is not altered by the reaction, so a single catalyst mol-
ecule can act over and over again to catalyze the conversion of
many reactant molecules to products. Furthermore, a catalyst
does not alter the difference in the energy contents of the reac-
tants and products.

Reversible and Irreversible Reactions

Every chemical reaction is, in theory, reversible. Reactants are
converted to products (we will call this a “forward reaction”), and
products are converted to reactants (a “reverse reaction”). The
overall reaction is a reversible reaction:

forward

Reactants Products

reverse

As a reaction progresses, the rate of the forward reaction
decreases as the concentration of reactants decreases. Simultane-
ously, the rate of the reverse reaction increases as the concentra-
tion of the product molecules increases. Eventually, the reaction
will reach a state of chemical equilibrium in which the forward
and reverse reaction rates are equal. At this point, there will be no
further change in the concentrations of reactants or products even
though reactants will continue to be converted into products and
products converted into reactants.

Consider our previous example in which carbonic acid breaks
down into carbon dioxide and water. The products of this reaction,
carbon dioxide and water, can also recombine to form carbonic acid.



This occurs outside the lungs and is a means for safely transporting
CO, in the blood in a nongaseous state.

CO; + HyO + Energy —— H,CO3

Carbonic acid has a greater energy content than the sum of the
energies contained in carbon dioxide and water; therefore, energy
must be added to the latter molecules to form carbonic acid. This
energy is not activation energy but is an integral part of the energy
balance. This energy can be obtained, along with the activation
energy, through collisions with other molecules.

When chemical equilibrium has been reached, the concen-
tration of products does not need to be equal to the concentration
of reactants even though the forward and reverse reaction rates are
equal. The ratio of product concentration to reactant concentra-
tion at equilibrium depends upon the amount of energy released
(or added) during the reaction. The greater the energy released,
the smaller the probability that the product molecules will be able
to obtain this energy and undergo the reverse reaction to re-form
reactants. Therefore, in such a case, the ratio of product concen-
tration to reactant concentration at chemical equilibrium will be
large. If there is no difference in the energy contents of reactants
and products, their concentrations will be equal at equilibrium.

Thus, although all chemical reactions are reversible to some
extent, reactions that release large quantities of energy are said to be
irreversible reactions because almost all of the reactant molecules
are converted to product molecules when chemical equilibrium is
reached. The energy released in a reaction determines the degree to
which the reaction is reversible or irreversible. This energy is not the
activation energy and it does not determine the reaction rate, which
is governed by the four factors discussed earlier. The characteristics
of reversible and irreversible reactions are summarized in Table 3.3.

Law of Mass Action

The concentrations of reactants and products are very important
in determining not only the rates of the forward and reverse reac-
tions but also the direction in which the net reaction proceeds—
whether reactants or products are accumulating at a given time.

Consider the following reversible reaction that has reached
chemical equilibrium:

forward
.

A+B C+D

reverse

Reactants Products

If at this point we increase the concentration of one of the reac-
tants, the rate of the forward reaction will increase and lead to
increased product formation. In contrast, increasing the concen-
tration of one of the product molecules will drive the reaction
in the reverse direction, increasing the formation of reactants.
The direction in which the net reaction is proceeding can also
be altered by decreasing the concentration of one of the partici-
pants. Therefore, decreasing the concentration of one of the prod-
ucts drives the net reaction in the forward direction because it
decreases the rate of the reverse reaction without changing the
rate of the forward reaction.

The effect of reactant and product concentrations on the
direction in which the net reaction proceeds is known as the
law of mass action. Mass action is often a major determining

Characteristics of Reversible and
Irreversible Chemical Reactions

TABLE 3.3

A + B—=——=C + D + Small amount of
energy

Reversible Reactions

At chemical equilibrium, product
concentrations are only slightly higher
than reactant concentrations.

Irreversible
Reactions

E + F=—=G + H + Large amount of
energy

At chemical equilibrium, almost all
reactant molecules have been converted
to product.

factor controlling the direction in which metabolic pathways
proceed because reactions in the body seldom come to chemi-
cal equilibrium. More typically, new reactant molecules are
added and product molecules are simultaneously removed by
other reactions.

3.11 Enzymes

Most of the chemical reactions in the body, if carried out in a test
tube with only reactants and products present, would proceed
at very slow rates because they have large activation energies.
To achieve the fast reaction rates observed in living organisms,
catalysts must lower the activation energies. These particular
catalysts are called enzymes. Enzymes are protein molecules, so
an enzyme can be defined as a protein catalyst. (Although some
RNA molecules possess catalytic activity, the number of reactions
they catalyze is very small, so we will restrict the term enzyme to
protein catalysts.)

To function, an enzyme must come into contact with reac-
tants, which are called substrates in the case of enzyme-mediated
reactions. The substrate becomes bound to the enzyme, forming
an enzyme—substrate complex, which then breaks down to release
products and enzyme. The reaction between enzyme and substrate
can be written:

s +
Substrate Enzyme

Enzyme- Product Enzyme
substrate
complex

At the end of the reaction, the enzyme is free to undergo the same
reaction with additional substrate molecules. The overall effect is to
accelerate the conversion of substrate into product, with the enzyme
acting as a catalyst. An enzyme increases both the forward and
reverse rates of a reaction and thus does not change the chemical
equilibrium that is finally reached.

The interaction between substrate and enzyme has all the
characteristics described previously for the binding of a ligand
to a binding site on a protein—specificity, affinity, competition,
and saturation. The region of the enzyme the substrate binds to is
known as the enzyme’s active site (a term equivalent to “binding
site””). The shape of the enzyme in the region of the active site pro-
vides the basis for the enzyme’s chemical specificity. Two models
have been proposed to describe the interaction of an enzyme with
its substrate(s). In one, the enzyme and substrate(s) fit together in
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AP|R) Figure 3.33 Binding of substrate to the active site of an enzyme catalyzes the formation of products. From M. s. Sitberberg, Chemisiry: The Molecular

Nature of Matter and Change, 3rd ed., p. 701. The McGraw-Hill Companies, Inc., New York.

a “lock-and-key” configuration. In another model, the substrate
itself induces a shape change in the active site of the enzyme,
which results in a highly specific binding interaction (“induced-fit
model”), a good example of the dependence of function on struc-
ture at the protein level (Figure 3.33).

A typical cell expresses several thousand different enzymes,
each capable of catalyzing a different chemical reaction. Enzymes
are generally named by adding the suffix -ase to the name of either
the substrate or the type of reaction the enzyme catalyzes. For exam-
ple, the reaction in which carbonic acid is broken down into carbon
dioxide and water is catalyzed by the enzyme carbonic anhydrase.

The catalytic activity of an enzyme can be extremely large.
For example, one molecule of carbonic anhydrase can catalyze
the conversion of about 100,000 substrate molecules to products
in one second! The major characteristics of enzymes are listed in
Table 3.4.

Cofactors

Many enzymes are inactive without small amounts of other sub-
stances known as cofactors. In some cases, the cofactor is a trace
metal, such as magnesium, iron, zinc, or copper. Binding of one of
the metals to an enzyme alters the enzyme’s conformation so that
it can interact with the substrate; this is a form of allosteric modu-
lation. Because only a few enzyme molecules need be present to
catalyze the conversion of large amounts of substrate to product,

TABLE 3.4 Characteristics of Enzymes

An enzyme undergoes no net chemical change as a consequence of
the reaction it catalyzes.

The binding of substrate to an enzyme’s active site has all the
characteristics—chemical specificity, affinity, competition, and
saturation—of a ligand binding to a protein.

An enzyme increases the rate of a chemical reaction but does not
cause a reaction to occur that would not occur in its absence.

Some enzymes increase both the forward and reverse rates of a
chemical reaction and thus do not change the chemical equilibrium
finally reached. They only increase the rate at which equilibrium is
achieved.

An enzyme lowers the activation energy of a reaction but does not
alter the net amount of energy that is added to or released by the

reactants in the course of the reaction.

74 Chapter 3

very small quantities of these trace metals are sufficient to main-
tain enzyme activity.

In other cases, the cofactor is an organic molecule that
directly participates as one of the substrates in the reaction, in
which case the cofactor is termed a coenzyme. Enzymes that
require coenzymes catalyze reactions in which a few atoms (for
example, hydrogen, acetyl, or methyl groups) are either removed
from or added to a substrate. For example,

R—2H + Coenzymem R + Coenzyme—2H

What distinguishes a coenzyme from an ordinary substrate is
the fate of the coenzyme. In our example, the two hydrogen atoms
that transfer to the coenzyme can then be transferred from the coen-
zyme to another substrate with the aid of a second enzyme. This sec-
ond reaction converts the coenzyme back to its original form so that
it becomes available to accept two more hydrogen atoms. A single
coenzyme molecule can act over and over again to transfer molec-
ular fragments from one reaction to another. Therefore, as with
metallic cofactors, only small quantities of coenzymes are neces-
sary to maintain the enzymatic reactions in which they participate.

Coenzymes are derived from several members of a special
class of nutrients known as vitamins. For example, the coen-
zymes NAD™ (nicotinamide adenine dinucleotide) and FAD (fla-
vin adenine dinucleotide) are derived from the B vitamins niacin
and riboflavin, respectively. As we will see, they have significant
functions in energy metabolism by transferring hydrogen from
one substrate to another.

3.12 Regulation of Enzyme-Mediated
Reactions

The rate of an enzyme-mediated reaction depends on substrate
concentration and on the concentration and activity (defined later
in this section) of the enzyme that catalyzes the reaction. Body
temperature is normally nearly constant, so changes in tem-
perature do not directly alter the rates of metabolic reactions.
Increases in body temperature can occur during a fever, however,
and around muscle tissue during exercise; such increases in tem-
perature increase the rates of all metabolic reactions, including
enzyme-catalyzed ones, in the affected tissues.

Substrate Concentration

Substrate concentration may be altered as a result of factors that
alter the supply of a substrate from outside a cell. For example, there
may be changes in its blood concentration due to changes in diet or



the rate of substrate absorption from the intestinal tract. Intracellular
substrate concentration can also be altered by cellular reactions that
either utilize the substrate, and thus decrease its concentration, or
synthesize the substrate, and thereby increase its concentration.

The rate of an enzyme-mediated reaction increases as the
substrate concentration increases, as illustrated in Figure 3.34,
until it reaches a maximal rate, which remains constant despite
further increases in substrate concentration. The maximal rate is
reached when the enzyme becomes saturated with substrate—that
is, when the active binding site of every enzyme molecule is occu-
pied by a substrate molecule.

—— Saturation

Reaction rate

Substrate concentration

Figure 3.34 Rate of an enzyme-catalyzed reaction as a function of
substrate concentration.

Enzyme Concentration

At any substrate concentration, including saturating concentra-
tions, the rate of an enzyme-mediated reaction can be increased
by increasing the enzyme concentration. In most metabolic reac-
tions, the substrate concentration is much greater than the concen-
tration of enzyme available to catalyze the reaction. Therefore, if
the number of enzyme molecules is doubled, twice as many active
sites will be available to bind substrate and twice as many sub-
strate molecules will be converted to product (Figure 3.35). Cer-
tain reactions proceed faster in some cells than in others because
more enzyme molecules are present.

To change the concentration of an enzyme, either the rate
of enzyme synthesis or the rate of enzyme breakdown must be
altered. Because enzymes are proteins, this involves changing the
rates of protein synthesis or breakdown.

Enzyme concentration 2X

Enzyme concentration X

Reaction rate

— Saturation

Substrate concentration

Figure 3.35 Rate of an enzyme-catalyzed reaction as a function of
substrate concentration at two enzyme concentrations, X and 2X. Enzyme
concentration 2X is twice the enzyme concentration of X, resulting in a
reaction that proceeds twice as fast at any substrate concentration.

Enzyme Activity

In addition to changing the rate of enzyme-mediated reactions by
changing the concentration of either substrate or enzyme, the rate
can be altered by changing enzyme activity. A change in enzyme
activity occurs when either allosteric or covalent modulation alters
the properties (for example, the structure) of the enzyme’s active
site. Such modulation alters the rate at which the binding site con-
verts substrate to product, the affinity of the binding site for sub-
strate, or both.

Figure 3.36 illustrates the effect of increasing the affinity of
an enzyme’s active site without changing the substrate or enzyme
concentration. If the substrate concentration is less than the satu-
rating concentration, the increased affinity of the enzyme’s bind-
ing site results in an increased number of active sites bound to
substrate and, consequently, an increase in the reaction rate.

Increased
affinity

Initial affinity

Reaction rate

Substrate concentration

Figure 3.36 At a constant substrate concentration, increasing

the affinity of an enzyme for its substrate by allosteric or covalent
modulation increases the rate of the enzyme-mediated reaction. Note
that increasing the enzyme’s affinity does not increase the maximal rate
of the enzyme-mediated reaction.

The regulation of metabolism through the control of enzyme
activity is an extremely complex process because, in many
cases, more than one agent can alter the activity of an enzyme
(Figure 3.37). The modulator molecules that allosterically alter
enzyme activities may be product molecules of other cellular reac-
tions. The result is that the overall rates of metabolism can adjust
to meet various metabolic demands. In contrast, covalent modula-
tion of enzyme activity is mediated by protein kinase enzymes
that are themselves activated by various chemical signals the cell
receives from, for example, a hormone.

Active site

TN T NS |

Site of Sites of Sites of Site of
covalent allosteric allosteric covalent
activation  activation inhibition inhibition

AP|R) Figure 3.37 On asingle enzyme, multiple sites can
modulate enzyme activity, and therefore the reaction rate, by allosteric
and covalent activation or inhibition.
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Enzyme concentration Enzyme activity
(enzyme synthesis, (allosteric activation or
enzyme breakdown) inhibition, covalent activation
or inhibition)
Substrate Product
(substrate (product
concentration) (rate) concentration)

Figure 3.38 Factors that affect the rate of enzyme-mediated
reactions.

PHYSIOLOGICAL INQUIRY

® What would happen in an enzyme-mediated reaction if the
product formed was immediately used up or converted to another
product by the cell?

Answer can be found at end of chapter.

Figure 3.38 summarizes the factors that regulate the rate of
an enzyme-mediated reaction.

3.13 Multienzyme Reactions

The sequence of enzyme-mediated reactions leading to the forma-
tion of a particular product is known as a metabolic pathway. For
example, the 19 reactions that break glucose down to carbon dioxide
and water constitute the metabolic pathway for glucose catabolism,
a key homeostatic process that regulates energy availability in all
cells. Each reaction produces only a small change in the structure of
the substrate. By such a sequence of small steps, a complex chemi-
cal structure, such as glucose, can be broken down to the relatively
simple molecular structures carbon dioxide and water.

Consider a metabolic pathway containing four enzymes
(e, €, €3, and e4) and leading from an initial substrate A to the
end-product E, through a series of intermediates B, C, and D:

e (S} €3 €4
A B C D—E

The irreversibility of the last reaction is of no consequence
for the moment. By mass action, increasing the concentration of
A will lead to an increase in the concentration of B (provided e,
is not already saturated with substrate), and so on until eventually
there is an increase in the concentration of the end-product E.

Because different enzymes have different concentrations and
activities, it would be extremely unlikely that the reaction rates of
all these steps would be exactly the same. Consequently, one step is
likely to be slower than all the others. This step is known as the rate-
limiting reaction in a metabolic pathway. None of the reactions that
occur later in the sequence, including the formation of end product,
can proceed more rapidly than the rate-limiting reaction because
their substrates are supplied by the previous steps. By regulating
the concentration or activity of the rate-limiting enzyme, the rate
of flow through the whole pathway can be increased or decreased.
Thus, it is not necessary to alter all the enzymes in a metabolic path-
way to control the rate at which the end product is produced.
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Figure 3.39 End-product inhibition of the rate-limiting enzyme in a
metabolic pathway. The end-product E becomes the modulator molecule
that produces inhibition of enzyme e,.

Rate-limiting enzymes are often the sites of allosteric or
covalent regulation. For example, if enzyme e, is rate-limiting in
the pathway just described, and if the end-product E inhibits the
activity of e,, end-product inhibition occurs (Figure 3.39). As
the concentration of the product increases, the inhibition of fur-
ther product formation increases. Such inhibition, which is a form
of negative feedback (Chapter 1), frequently occurs in synthetic
pathways in which the formation of end product is effectively shut
down when it is not being utilized. This prevents unnecessary
excessive accumulation of the end product and contributes to the
homeostatic balance of the product.

Control of enzyme activity also can be critical for reversing
a metabolic pathway. Consider the pathway we have been discuss-
ing, ignoring the presence of end-product inhibition of enzyme
e,. The pathway consists of three reversible reactions mediated
by e, ,, and e, followed by an irreversible reaction mediated by
enzyme e4. E can be converted into D, however, if the reaction is
coupled to the simultaneous breakdown of a molecule that releases
large quantities of energy. In other words, an irreversible step can
be “reversed” by an alternative route, using a second enzyme and
its substrate to provide the large amount of required energy. Two
such high-energy irreversible reactions are indicated by bowed
arrows to emphasize that two separate enzymes are involved in
the two directions:

€ ) A
A B C

The direction of flow through the pathway can be regulated
by controlling the concentration and/or activities of e4 and es. If ey is
activated and es inhibited, the flow will proceed from A to E; whereas
inhibition of e, and activation of es will produce flow from E to A.

Another situation involving the differential control of sev-
eral enzymes arises when there is a branch in a metabolic path-
way. A single metabolite C may be the substrate for more than one
enzyme, as illustrated by the pathway:




Altering the concentration and/or activities of e; and es reg-
ulates the flow of metabolite C through the two branches of the
pathway.

Considering the thousands of reactions that occur in the
body and the permutations and combinations of possible control
points, the overall result is staggering. The details of regulating
the many metabolic pathways at the enzymatic level are beyond
the scope of this book. In the remainder of this chapter, we con-
sider only (1) the overall characteristics of the pathways by which
cells obtain energy; and (2) the major pathways by which carbohy-
drates, fats, and proteins are broken down and synthesized.

SECTION D SUMMARY

In adults, the rates at which organic molecules are continuously
synthesized (anabolism) and broken down (catabolism) are
approximately equal.

Chemical Reactions
I. The difference in the energy content of reactants and products
is the amount of energy (measured in calories) released or added
during a reaction.
II. The energy released during a chemical reaction is either released as
heat or transferred to other molecules.

III. Factors that can alter the rate of a chemical reaction are reactant
concentrations, activation energy, temperature, and catalysts.

IV. The activation energy required to initiate the breaking of chemical
bonds in a reaction is usually acquired through collisions between
molecules.

V. Catalysts increase the rate of a reaction by lowering the activation
energy.

VI. The characteristics of reversible and irreversible reactions are listed
in Table 3.3.

VIIL The net direction in which a reaction proceeds can be altered,
according to the law of mass action, by increases or decreases in
the concentrations of reactants or products.

Enzymes
I. Nearly all chemical reactions in the body are catalyzed by
enzymes, the characteristics of which are summarized in Table 3.4.
II. Some enzymes require small concentrations of cofactors for activity.
a. The binding of trace metal cofactors maintains the conformation
of the enzyme’s binding site so that it is able to bind substrate.
b. Coenzymes, derived from vitamins, transfer small groups
of atoms from one substrate to another. The coenzyme is
regenerated in the course of these reactions and can do its work
over and over again.
Regulation of Enzyme-Mediated Reactions
I. The rates of enzyme-mediated reactions can be altered by changes
in temperature, substrate concentration, enzyme concentration,
and enzyme activity. Enzyme activity is altered by allosteric or
covalent modulation.

secTioN E

Multienzyme Reactions
I. The rate of product formation in a metabolic pathway can be

controlled by allosteric or covalent modulation of the enzyme
mediating the rate-limiting reaction in the pathway. The end
product often acts as a modulator molecule, inhibiting the rate-
limiting enzyme’s activity.

II. An “irreversible” step in a metabolic pathway can be reversed by
the use of two enzymes, one for the forward reaction and one for
the reverse direction via another, energy-yielding reaction.

SECTION D KEY TERMS

anabolism
catabolism

metabolism

3.10 Chemical Reactions

activation energy
calorie

catalyst

chemical equilibrium

irreversible reactions
kilocalories

law of mass action
reversible reaction

3.11 Enzymes

active site FAD
carbonic anhydrase NAD*
coenzyme substrates
cofactors vitamins
enzymes

3.12 Regulation of Enzyme-Mediated Reactions

enzyme activity

3.13 Multienzyme Reactions

end-product inhibition
metabolic pathway

rate-limiting reaction

SECTION D REVIEW QUESTIONS

1. How do molecules acquire the activation energy required for a
chemical reaction?

2. List the four factors that influence the rate of a chemical reaction
and state whether increasing the factor will increase or decrease
the rate of the reaction.

3. What characteristics of a chemical reaction make it reversible or

irreversible?

. List five characteristics of enzymes.

. What is the difference between a cofactor and a coenzyme?

From what class of nutrients are coenzymes derived?

Why are small concentrations of coenzymes sufficient to maintain

enzyme activity?

. List three ways to alter the rate of an enzyme-mediated reaction.

9. How can an “irreversible step” in a metabolic pathway be
reversed?

N o v s

(o]

Metabolic Pathways

The functioning of a cell depends upon its ability to extract and
use the chemical energy in the organic molecules introduced in
Chapter 2 and discussed in the remainder of this chapter. For
example, when, in the presence of oxygen, a cell breaks down

glucose to yield carbon dioxide and water, energy is released.
Some of this energy is in the form of heat, but a cell cannot use
heat energy to perform its functions. The remainder of the energy
is transferred to the nucleotide adenosine triphosphate (ATP),
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Figure 3.40 Chemical structure of ATP. Its breakdown to ADP and
P; is accompanied by the release of energy.

comprised of an adenine molecule, a ribose molecule, and three
phosphate groups (Figure 3.40).

ATP is the primary molecule that stores energy transferred
from the breakdown of carbohydrates, fats, and proteins. Energy
released from organic molecules is used to add phosphate groups
to molecules of adenosine. This stored energy can then be released
upon hydrolysis:

ATP + HO——— ADP + P; + H' + Energy

The products of the reaction are adenosine diphosphate
(ADP), inorganic phosphate (P;), and H". Among other things,
the energy derived from the hydrolysis of ATP is used by cells
for (1) the production of force and movement, as in muscle con-
traction; (2) active transport of molecules across membranes; and
(3) synthesis of the organic molecules used in cell structures and
functions.

Cells use three distinct but linked metabolic pathways to
transfer the energy released from the breakdown of nutrient mol-
ecules to ATP. They are known as (1) glycolysis, (2) the Krebs
cycle, and (3) oxidative phosphorylation (Figure 3.41). In the fol-
lowing section, we will describe the major characteristics of these
three pathways, including the location of the pathway enzymes in
a cell, the relative contribution of each pathway to ATP produc-
tion, the sites of carbon dioxide formation and oxygen utilization,
and the key molecules that enter and leave each pathway. Later, in
Chapter 16, we will refer to these pathways when we describe the
physiology of energy balance in the human body.

Several facts should be noted in Figure 3.41. First, gly-
colysis operates only on carbohydrates. Second, all the cat-
egories of macromolecular nutrients—carbohydrates, fats, and
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AP|R] Figure 3.41 Pathways linking the energy released from the
catabolism of nutrient molecules to the formation of ATP.

proteins—contribute to ATP production via the Krebs cycle and
oxidative phosphorylation. Third, mitochondria are the sites of the
Krebs cycle and oxidative phosphorylation. Finally, one impor-
tant generalization to keep in mind is that glycolysis can occur in
either the presence or absence of oxygen, whereas both the Krebs
cycle and oxidative phosphorylation require oxygen.

3.14 Cellular Energy Transfer
Glycolysis

Glycolysis (from the Greek glycos, “sugar,” and lysis, “break-
down”) is a pathway that partially catabolizes carbohydrates, pri-
marily glucose. It consists of 10 enzymatic reactions that convert
a six-carbon molecule of glucose into two three-carbon molecules
of pyruvate, the ionized form of pyruvic acid (Figure 3.42). The
reactions produce a net gain of two molecules of ATP and four
atoms of hydrogen, two transferred to NAD™ and two released as
hydrogen ions:

Glucose + 2 ADP + 2P; + 2NADt——
2 Pyruvate + 2 ATP + 2 NADH + 2 H + 2 H,0O

These 10 reactions, none of which utilizes molecular oxy-
gen, take place in the cytosol. Note (see Figure 3.42) that all the
intermediates between glucose and the end product pyruvate con-
tain one or more ionized phosphate groups. Plasma membranes
are impermeable to such highly ionized molecules; therefore,
these molecules remain trapped within the cell.
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AP|R) Figure 3.42 Glycolytic pathway. During glycolysis, every molecule of glucose that enters the pathway produces a net synthesis of two
molecules of ATP. Note that at the pH existing in the body, the products produced by the various glycolytic steps exist in the ionized, anionic form
(pyruvate, for example). They are actually produced as acids (pyruvic acid, for example) that then ionize. Pyruvate is converted to lactate or enters the
Krebs cycle; production of lactate is increased when the ATP demand of cells increases, as during exercise. Note: Beginning with step 5, two molecules

of each intermediate are present even though only one is shown for clarity.

The early steps in glycolysis (reactions 1 and 3) each use,
rather than produce, one molecule of ATP to form phosphorylated
intermediates. In addition, note that reaction 4 splits a six-carbon
intermediate into two three-carbon molecules and reaction 5 con-
verts one of these three-carbon molecules into the other. Thus, at
the end of reaction 5, we have two molecules of 3-phosphoglyc-
eraldehyde derived from one molecule of glucose. Keep in mind,

then, that from this point on, two molecules of each intermediate
are involved.

The first formation of ATP in glycolysis occurs during
reaction 7, in which a phosphate group is transferred to ADP to
form ATP. Because two intermediates exist at this point, reac-
tion 7 produces two molecules of ATP, one from each intermedi-
ate. In this reaction, the mechanism of forming ATP is known as
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substrate-level phosphorylation because the phosphate group is
transferred from a substrate molecule to ADP.

A similar substrate-level phosphorylation of ADP occurs
during reaction 10, in which again two molecules of ATP are
formed. Thus, reactions 7 and 10 generate a total of four molecules
of ATP for every molecule of glucose entering the pathway. There
is a net gain, however, of only two molecules of ATP during glycol-
ysis because two molecules of ATP are used in reactions 1 and 3.

The end product of glycolysis, pyruvate, can proceed in one
of two directions. If oxygen is present—that is, if aerobic condi-
tions exist—much of the pyruvate can enter the Krebs cycle and
be broken down into carbon dioxide, as described in the next sec-
tion. Pyruvate is also converted to lactate (the ionized form of lac-
tic acid) by a single enzyme-mediated reaction. In this reaction
(Figure 3.43), two hydrogen atoms derived from NADH* + H*
are transferred to each molecule of pyruvate to form lactate, and
NAD™ is regenerated. These hydrogens were originally transferred
to NAD™ during reaction 6 of glycolysis, so the coenzyme NAD™
shuttles hydrogen between the two reactions during glycolysis.
The overall reaction for the breakdown of glucose to lactate is

Glucose + 2 ADP + 2 P;—— 2 Lactate + 2 ATP + 2 H,O

As stated in the previous paragraph, under aerobic condi-
tions, some of the pyruvate is not converted to lactate but instead
enters the Krebs cycle. Therefore, the mechanism just described
for regenerating NAD* from NADH" + H' by forming lactate
does not occur to as great a degree. The hydrogens of NADH are
transferred to oxygen during oxidative phosphorylation, regener-
ating NAD™" and producing H,0, as described in detail in the dis-
cussion that follows.

In most cells, the amount of ATP produced by glycolysis
from one molecule of glucose is much smaller than the amount
formed under aerobic conditions by the other two ATP-generating
pathways—the Krebs cycle and oxidative phosphorylation. In spe-
cial cases, however, glycolysis supplies most—or even all—of a
cell’s ATP. For example, erythrocytes contain the enzymes for
glycolysis but have no mitochondria, which are required for the
other pathways. All of their ATP production occurs, therefore, by

Reaction 6
4 /’ \4—4— Glucose
\
2NADH + 2H* 2NAD*
?HS k / C‘:H3
o2 (‘:: o) 2 —ﬁ:—o
COO~ COO~

Pyruvate Lactate

Krebs cycle

AP|R) Figure 3.43 The coenzyme NAD" utilized in the
glycolytic reaction 6 (see Figure 3.42) is regenerated when it transfers
its hydrogen atoms to pyruvate during the formation of lactate. These
reactions are increased in times of energy demand.

80 Chapter 3

glycolysis. Also, certain types of skeletal muscles contain consid-
erable amounts of glycolytic enzymes but few mitochondria. Dur-
ing intense muscle activity, glycolysis provides most of the ATP in
these cells and is associated with the production of large amounts
of lactate. Despite these exceptions, most cells do not have suf-
ficient concentrations of glycolytic enzymes or enough glucose to
provide by glycolysis alone the high rates of ATP production nec-
essary to meet their energy requirements.

What happens to the lactate that is formed during glycoly-
sis? Some of it is released into the blood and taken up by the heart,
brain, and other tissues where it is converted back to pyruvate and
used as an energy source. Another portion of the secreted lactate
is taken up by the liver where it is used as a precursor for the
formation of glucose, which is then released into the blood where
it becomes available as an energy source for all cells. The latter
reaction is particularly important during periods in which energy
demands are high, such as during exercise.

Our discussion of glycolysis has focused upon glucose as
the major carbohydrate entering the glycolytic pathway. However,
other carbohydrates such as fructose, derived from the disaccha-
ride sucrose (table sugar), and galactose, from the disaccharide
lactose (milk sugar), can also be catabolized by glycolysis because
these carbohydrates are converted into several of the intermedi-
ates that participate in the early portion of the glycolytic pathway.

Krebs Cycle

The Krebs cycle, named in honor of Hans Krebs, who worked
out the intermediate steps in this pathway (also known as the
citric acid cycle or tricarboxylic acid cycle), is the second of the
three pathways involved in nutrient catabolism and ATP produc-
tion. It utilizes molecular fragments formed during carbohydrate,
protein, and fat breakdown; it produces carbon dioxide, hydrogen
atoms (half of which are bound to coenzymes), and small amounts
of ATP. The enzymes for this pathway are located in the inner
mitochondrial compartment, the matrix.

The primary molecule entering at the beginning of the
Krebs cycle is acetyl coenzyme A (acetyl CoA):

i
CH;—C—S5—CoA

Coenzyme A (CoA) is derived from the B vitamin pantothenic
acid and functions primarily to transfer acetyl groups, which
contain two carbons, from one molecule to another. These ace-
tyl groups come either from pyruvate—the end product of aero-
bic glycolysis—or from the breakdown of fatty acids and some
amino acids.

Pyruvate, upon entering mitochondria from the cytosol, is
converted to acetyl CoA and CO, (Figure 3.44). Note that this

CH, NAD* NADH +H*  cp
| ./ |

?:o + CoA—SH c‘;:o +

COO~ S—CoA

Pyruvate Acetyl coenzyme A

m Figure 3.44 Formation of acetyl coenzyme A from
pyruvate with the formation of a molecule of carbon dioxide.



reaction produces the first molecule of CO, formed thus far in the
pathways of nutrient catabolism, and that the reaction also trans-
fers hydrogen atoms to NAD™.

The Krebs cycle begins with the transfer of the acetyl group
of acetyl CoA to the four-carbon molecule oxaloacetate to form
the six-carbon molecule citrate (Figure 3.45). At the third step in
the cycle, a molecule of CO, is produced—and again at the fourth
step. Therefore, two carbon atoms entered the cycle as part of the
acetyl group attached to CoA, and two carbons (although not the
same ones) have left in the form of CO,. Note also that the oxygen
that appears in the CO, is derived not from molecular oxygen but
from the carboxyl groups of Krebs-cycle intermediates.

In the remainder of the cycle, the four-carbon molecule
formed in reaction 4 is modified through a series of reactions to
produce the four-carbon molecule oxaloacetate, which becomes
available to accept another acetyl group and repeat the cycle.

Now we come to a crucial fact: In addition to producing car-
bon dioxide, intermediates in the Krebs cycle generate hydrogen
atoms, most of which are transferred to the coenzymes NAD™ and
FAD to form NADH and FADH,. This hydrogen transfer to NAD*
occurs in each of steps 3, 4, and 8, and to FAD in reaction 6. These
hydrogens will be transferred from the coenzymes, along with
the free H', to oxygen in the next stage of nutrient metabolism—
oxidative phosphorylation. Because oxidative phosphorylation
is necessary for regeneration of the hydrogen-free form of these
coenzymes, the Krebs cycle can operate only under aerobic con-
ditions. There is no pathway in the mitochondria that can remove
the hydrogen from these coenzymes under anaerobic conditions.

So far, we have said nothing of how the Krebs cycle contrib-
utes to the formation of ATP. In fact, the Krebs cycle directly pro-
duces only one high-energy nucleotide triphosphate. This occurs
during reaction 5 in which inorganic phosphate is transferred
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AP|R) Figure 3.45 The Krebs cycle. Note that the carbon atoms in the two molecules of CO, produced by a turn of the cycle are not the same
two carbon atoms that entered the cycle as an acetyl group (identified by the dashed boxes in this figure).
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to guanosine diphosphate (GDP) to form guanosine triphos-
phate (GTP). The hydrolysis of GTP, like that of ATP, can pro-
vide energy for some energy-requiring reactions. In addition, the
energy in GTP can be transferred to ATP by the reaction

GTP + ADP —=GDP + ATP

The formation of ATP from GTP is the only mechanism by
which ATP is formed within the Krebs cycle. Why, then, is the
Krebs cycle so important? The reason is that the hydrogen atoms
transferred to coenzymes during the cycle (plus the free hydrogen
ions generated) are used in the next pathway, oxidative phosphory-
lation, to form large amounts of ATP.

The net result of the catabolism of one acetyl group from
acetyl CoA by way of the Krebs cycle can be written

Acetyl CoA + 3NAD™T + FAD + GDP + P; + 2H,0O —
2CO, + CoA + 3NADH + 3 H*+ FADH, + GTP

Table 3.5 summarizes the characteristics of the Krebs-cycle
reactions.

Oxidative Phosphorylation

Oxidative phosphorylation provides the third, and quantitatively
most important, mechanism by which energy derived from nutrient
molecules can be transferred to ATP. The basic principle behind this
pathway is simple: The energy transferred to ATP is derived from
the energy released when hydrogen ions combine with molecular
oxygen to form water. The hydrogen comes from the NADH + H*
and FADH, coenzymes generated by the Krebs cycle, by the metab-
olism of fatty acids (see the discussion that follows), and—to a much
lesser extent—during glycolysis. The net reaction is

30, + NADH + H* — H,0 + NAD* + Energy

Unlike the enzymes of the Krebs cycle, which are soluble
enzymes in the mitochondrial matrix, the proteins that mediate
oxidative phosphorylation are embedded in the inner mitochon-
drial membrane. The proteins for oxidative phosphorylation can
be divided into two groups: (1) those that mediate the series of
reactions that cause the transfer of hydrogen ions to molecular
oxygen, and (2) those that couple the energy released by these
reactions to the synthesis of ATP.

Some of the first group of proteins contain iron and cop-
per cofactors and are known as cytochromes (because in pure
form they are brightly colored). Their structure resembles the red
iron—containing hemoglobin molecule, which binds oxygen in
red blood cells. The cytochromes and associated proteins form
the components of the electron-transport chain, in which two
electrons from hydrogen atoms are initially transferred either
from NADH + H* or FADH, to one of the elements in this
chain. These electrons are then successively transferred to other
compounds in the chain, often to or from an iron or copper ion,
until the electrons are finally transferred to molecular oxygen,
which then combines with hydrogen ions (protons) to form water.
These hydrogen ions, like the electrons, come from free hydrogen
ions and the hydrogen-bearing coenzymes, having been released
early in the transport chain when the electrons from the hydrogen
atoms were transferred to the cytochromes.

Importantly, in addition to transferring the coenzyme hydro-
gens to water, this process regenerates the hydrogen-free form of
the coenzymes, which then become available to accept two more
hydrogens from intermediates in the Krebs cycle, glycolysis, or
fatty acid pathway (as described in the discussion that follows).
Therefore, the electron-transport chain provides the aerobic mech-
anism for regenerating the hydrogen-free form of the coenzymes,
whereas, as described earlier, the anaerobic mechanism, which
applies only to glycolysis, is coupled to the formation of lactate.

At certain steps along the electron-transport chain, small
amounts of energy are released. As electrons are transferred from
one protein to another along the electron-transport chain, some of
the energy released is used by the cytochromes to pump hydro-
gen ions from the matrix into the intermembrane space—the com-
partment between the inner and outer mitochondrial membranes
(Figure 3.46). This creates a source of potential energy in the form
of a hydrogen-ion-concentration gradient across the membrane. As
you will learn in Chapter 4, solutes such as hydrogen ions move—
or diffuse—along concentration gradients, but the presence of a
lipid bilayer blocks the diffusion of most water-soluble molecules
and ions. Embedded in the inner mitochondrial membrane, how-
ever, is an enzyme called ATP synthase. This enzyme forms a
channel in the inner mitochondrial membrane, allowing the hydro-
gen ions to flow back to the matrix side, a process that is known

TABLE 3.5 Characteristics of the Krebs Cycle

Entering substrate

Acetyl coenzyme A—acetyl groups derived from pyruvate, fatty acids, and amino acids

Some intermediates derived from amino acids

Enzyme location

ATP production

Inner compartment of mitochondria (the mitochondrial matrix)

1 GTP formed directly, which can be converted into ATP

Operates only under aerobic conditions even though molecular oxygen is not used directly in this pathway

Coenzyme production 3 NADH + 3 H' and 2 FADH,

Final products

2 CO, for each molecule of acetyl coenzyme A entering pathway

Some intermediates used to synthesize amino acids and other organic molecules required for special cell

functions

Net reaction
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m Figure 3.46 ATP is formed during oxidative phosphorylation by the flow of electrons along a series of proteins shown here as blue
rectangles on the inner mitochondrial membrane. Each time an electron hops from one site to another along the transport chain, it releases energy,
which is used by three of the transport proteins to pump hydrogen ions into the intermembrane space of the mitochondria. The hydrogen ions then flow
down their concentration gradient across the inner mitochondrial membrane through a channel created by ATP synthase, shown here in red. The energy
derived from this concentration gradient and flow of hydrogen ions is used by ATP synthase to synthesize ATP from ADP + P;. A maximum of two

to three molecules of ATP can be produced per pair of electrons donated, depending on the point at which a particular coenzyme enters the electron-

PHYSIOLOGICAL INQUIRY

survival?

Answer can be found at end of chapter.

® [n what ways do the events depicted in this figure pertain to the general principle of physiology that homeostasis is essential for health and

as chemiosmosis. In the process, the energy of the concentration
gradient is converted into chemical bond energy by ATP synthase,
which catalyzes the formation of ATP from ADP and P;.

FADH, enters the electron-transport chain at a point beyond
that of NADH and therefore does not contribute quite as much to
chemiosmosis. The processes associated with chemiosmosis are
not perfectly stoichiometric, however, because some of the NADH
that is produced in glycolysis and the Krebs cycle is used for other
cellular activities, such as the synthesis of certain organic mol-
ecules. Also, some of the hydrogen ions in the mitochondria are
used for other activities besides the generation of ATP. Therefore,
the transfer of electrons to oxygen typically produces on average
approximately 2.5 and 1.5 molecules of ATP for each molecule of
NADH + H" and FADH,, respectively.

In summary, most ATP formed in the body is produced dur-
ing oxidative phosphorylation as a result of processing hydrogen
atoms that originated largely from the Krebs cycle during the
breakdown of carbohydrates, fats, and proteins. The mitochon-
dria, where the oxidative phosphorylation and the Krebs-cycle
reactions occur, are thus considered the powerhouses of the cell.
In addition, most of the oxygen we breathe is consumed within
these organelles, and most of the carbon dioxide we exhale is pro-
duced within them as well.

Table 3.6 summarizes the key features of oxidative
phosphorylation.

3.15 Carbohydrate, Fat, and Protein
Metabolism

Now that we have described the three pathways by which energy
is transferred to ATP, let’s consider how each of the three classes
of energy-yielding nutrient molecules—carbohydrates, fats, and
proteins—enters the ATP-generating pathways. We will also
consider the synthesis of these molecules and the pathways and
restrictions governing their conversion from one class to another.
These anabolic pathways are also used to synthesize molecules
that have functions other than the storage and release of energy.
For example, with the addition of a few enzymes, the pathway for
fat synthesis is also used for synthesis of the phospholipids found
in membranes.

The material presented in this section should serve as a
foundation for understanding how the body copes with changes in
nutrient availability. The physiological mechanisms that regulate
appetite, digestion, and absorption of food; transport of energy
sources in the blood and across plasma membranes; and the body’s
responses to fasting and starvation are covered in Chapter 16.

Carbohydrate Metabolism

Carbohydmte Catabolism 1In the previous sections,
we described the major pathways of carbohydrate catabolism:
the breakdown of glucose to pyruvate or lactate by way of the
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TABLE 3.6

Characteristics of Oxidative Phosphorylation

Entering substrates

Hydrogen atoms obtained from NADH + H* and FADH, formed (1) during glycolysis, (2) by the Krebs

cycle during the breakdown of pyruvate and amino acids, and (3) during the breakdown of fatty acids

Molecular oxygen
Enzyme location Inner mitochondrial membrane

ATP production

1-2 ATP formed from each FADH,

Final products

Net reaction

glycolytic pathway, and the metabolism of pyruvate to carbon
dioxide and water by way of the Krebs cycle and oxidative
phosphorylation.

The amount of energy released during the catabolism of glu-
cose to carbon dioxide and water is 686 kcal/mol of glucose:

C6H1206 + 6 Oz—) 6 Hzo +6 COZ + 686 kcal/mol

About 40% of this energy is transferred to ATP. Figure 3.47
summarizes the points at which ATP forms during glucose catab-
olism. A net gain of two ATP molecules occurs by substrate-level
phosphorylation during glycolysis, and two more are formed dur-
ing the Krebs cycle from GTP, one from each of the two molecules
of pyruvate entering the cycle. The majority of ATP molecules
glucose catabolism produces—up to 34 ATP per molecule—form
during oxidative phosphorylation from the hydrogens generated at
various steps during glucose breakdown.

Because in the absence of oxygen only two molecules
of ATP can form from the breakdown of glucose to lactate, the

2-3 ATP formed from each NADH + H*

H,0—one molecule for each pair of hydrogens entering pathway

%OZ+NADH+H+ + 3 ADP + 3P,— H,0 + NAD" + 3 ATP

evolution of aerobic metabolic pathways greatly increases the
amount of energy available to a cell from glucose catabolism. For
example, if a muscle consumed 38 molecules of ATP during a
contraction, this amount of ATP could be supplied by the break-
down of one molecule of glucose in the presence of oxygen or 19
molecules of glucose under anaerobic conditions.

However, although only two molecules of ATP are formed per
molecule of glucose under anaerobic conditions, large amounts of
ATP can still be supplied by the glycolytic pathway if large amounts
of glucose are broken down to lactate. This is not an efficient uti-
lization of nutrients, but it does permit continued ATP production
under anaerobic conditions, such as occur during intense exercise.

Glycogen Stomge A small amount of glucose can be stored
in the body to provide a reserve supply for use when glucose is not
being absorbed into the blood from the small intestine. Recall from
Chapter 2 that it is stored as the polysaccharide glycogen, mostly in
skeletal muscles and the liver.

Glucose

Oxidative phosphorylation

(cytosol) (mitochondria)
~=—3>- 2 (NADH + H") =@ ~\
=2 H,0
2 Pyruvate

Krebs cycle

(mitochondria)

2 (NADH + H*)~
> 2 CO,

I

A}

2 Acetyl coenzyme A

6 (NADH + H*)~
4H,0

N A —

ATP ATP ATP
Cytochromes 4| 12 H20
PR} Figure 3.47 Pathways of
glycolysis and aerobic glucose catabolism
60, and their linkage to ATP formation. The

value of 38 ATP molecules is a theoretical

-2 ATP

4CO,

CeHi20g + 60, + 38ADP + 38P, == 6CO, + 6H,0 + [34-38ATP|
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maximum assuming that all molecules
of NADH produced in glycolysis and
the Krebs cycle enter into the oxidative
phosphorylation pathway, and all of
the free hydrogen ions are used in
chemiosmosis for ATP synthesis.



Glycogen

(all tissues)

~

Glucose Glucose 6-phosphate

(liver and
kidneys)

Pyruvate

Figure 3.48 Pathways for glycogen synthesis and breakdown. Each
bowed arrow indicates one or more irreversible reactions that require
different enzymes to catalyze the reaction in the forward and reverse
directions.

Glycogen is synthesized from glucose by the pathway illus-
trated in Figure 3.48. The enzymes for both glycogen synthesis
and glycogen breakdown are located in the cytosol. The first step
in glycogen synthesis, the transfer of phosphate from a molecule
of ATP to glucose, forming glucose 6-phosphate, is the same as
the first step in glycolysis. Thus, glucose 6-phosphate can either
be broken down to pyruvate or used to form glycogen.

As indicated in Figure 3.48, different enzymes synthesize
and break down glycogen. The existence of two pathways con-
taining enzymes that are subject to both covalent and allosteric
modulation provides a mechanism for regulating the flow between
glucose and glycogen. When an excess of glucose is available to a
liver or muscle cell, the enzymes in the glycogen-synthesis path-
way are activated and the enzyme that breaks down glycogen is
simultaneously inhibited. This combination leads to the net stor-
age of glucose in the form of glycogen.

When less glucose is available, the reverse combination of
enzyme stimulation and inhibition occurs, and net breakdown
of glycogen to glucose 6-phosphate (known as glycogenolysis)
ensues. Two paths are available to this glucose 6-phosphate:
(1) In most cells, including skeletal muscle, it enters the glycolytic
pathway where it is catabolized to provide the energy for ATP for-
mation; (2) in liver and kidney cells, glucose 6-phosphate can be
converted to free glucose by removal of the phosphate group, and
the glucose is then able to pass out of the cell into the blood to
provide energy for other cells.

Glucose Synthesis In addition to being formed in the liver
from the breakdown of glycogen, glucose can be synthesized
in the liver and kidneys from intermediates derived from the
catabolism of glycerol (a sugar alcohol) and some amino acids.
This process of generating new molecules of glucose from
noncarbohydrate precursors is known as gluconeogenesis.
The major substrate in gluconeogenesis is pyruvate, formed
from lactate as described earlier, and from several amino acids
during protein breakdown. In addition, glycerol derived from the

hydrolysis of triglycerides can be converted into glucose via a
pathway that does not involve pyruvate.

The pathway for gluconeogenesis in the liver and kidneys
(Figure 3.49) makes use of many but not all of the enzymes used
in glycolysis because most of these reactions are reversible. How-
ever, reactions 1, 3, and 10 (see Figure 3.42) are irreversible, and
additional enzymes are required, therefore, to form glucose from
pyruvate. Pyruvate is converted to phosphoenolpyruvate by a
series of mitochondrial reactions in which CO, is added to pyru-
vate to form the four-carbon Krebs-cycle intermediate oxaloac-
etate. An additional series of reactions leads to the transfer of
a four-carbon intermediate derived from oxaloacetate out of the
mitochondria and its conversion to phosphoenolpyruvate in the
cytosol. Phosphoenolpyruvate then reverses the steps of glycoly-
sis back to the level of reaction 3, in which a different enzyme
from that used in glycolysis is required to convert fructose
1,6-bisphosphate to fructose 6-phosphate. From this point on, the
reactions are again reversible, leading to glucose 6-phosphate,
which can be converted to glucose in the liver and kidneys or

Glucose

)

Glucose 6-phosphate
%
|

D
Glycerol

Triglyceride = a—o0
metabolism —

(0 G ——
D T T

Phosphoenolpyruvate

Pyruvate “——— Lactate

\ Amino acid
intermediates
\ CO,

Acetyl coenzyme A

CO,

r COz

Oxaloacetate Citrate
Krebs
cycle
Amino acid
intermediates
CO,
CO,

Figure 3.49 Gluconeogenic pathway by which pyruvate, lactate,
glycerol, and various amino acid intermediates can be converted into
glucose in the liver (and kidneys). Note the points at which each of these
precursors, supplied by the blood, enters the pathway.
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stored as glycogen. Because energy in the form of heat and ATP
generation is released during the glycolytic breakdown of glu-
cose to pyruvate, energy must be added to reverse this pathway.
A total of six ATP are consumed in the reactions of gluconeo-
genesis per molecule of glucose formed.

Many of the same enzymes are used in glycolysis and glu-
coneogenesis, so the questions arise: What controls the direction
of the reactions in these pathways? What conditions determine
whether glucose is broken down to pyruvate or whether pyruvate
is converted into glucose? The answers lie in the concentrations of
glucose or pyruvate in a cell and in the control the enzymes exert
in the irreversible steps in the pathway. This control is carried out
via various hormones that alter the concentrations and activities of
these key enzymes. For example, if blood glucose concentrations
fall below normal, certain hormones are secreted into the blood
and act on the liver. There, the hormones preferentially induce the
expression of the gluconeogenic enzymes, thereby favoring the
formation of glucose.

Fat Metabolism

Fat Catabolism Triglyceride (fat) consists of three fatty
acids bound to glycerol (Chapter 2). Fat typically accounts for
approximately 80% of the energy stored in the body (Table 3.7).
Under resting conditions, approximately half the energy used by

CH; — (CHy)14— CH, — CH, —COOH
C,g Fatty acid
CoA—SH

AMP + 2P; H,O o

I
CH3 *(CH2)14* CH2 7CH27078700A

e ~ [ FAD
FADH, = ~
Hzo\
C
1 NADH + H* > - \
P9
CHz; — (CHy)14—C—CH, —C —S—CoA
CoA—SH
(0] (0]
| Il
\CHS* (CHy)14— C—S—CoA + CHz3— C—S—CoA
Acetyl CoA

|

Coenzyme—2H

CO,
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TABLE 3.7 Energy Content of a 70 kg Person

Total- Total-Body

Body Energy Energy

Content Content Content

(kg) (kcal/g) (kcal) %
Triglycerides 15.6 9 140,000 78
Proteins 9.5 4 38,000 21
Carbohydrates 0.5 4 2000 1

muscle, liver, and the kidneys is derived from the catabolism of
fatty acids.

Although most cells store small amounts of fat, most of
the body’s fat is stored in specialized cells known as adipocytes.
Almost the entire cytoplasm of each of these cells is filled with
a single, large fat droplet. Clusters of adipocytes form adipose
tissue, most of which is in deposits underlying the skin or sur-
rounding internal organs. The function of adipocytes is to synthe-
size and store triglycerides during periods of food uptake and then,
when food is not being absorbed from the small intestine, to release
fatty acids and glycerol into the blood for uptake and use by other
cells to provide the energy needed for ATP formation. The factors
controlling fat storage and release from adipocytes during differ-
ent physiological states will be described in Chapter 16. Here, we
will emphasize the pathway by which most cells catabolize fatty
acids to provide the energy for ATP synthesis, and the pathway by
which other molecules are used to synthesize fatty acids.

Figure 3.50 shows the pathway for fatty acid catabolism,
which is achieved by enzymes present in the mitochondrial matrix.
The breakdown of a fatty acid is initiated by linking a molecule of
coenzyme A to the carboxyl end of the fatty acid. This initial step
is accompanied by the breakdown of ATP to AMP and two P;.

The coenzyme-A derivative of the fatty acid then pro-
ceeds through a series of reactions, collectively known as beta
oxidation, which splits off a molecule of acetyl coenzyme A
from the end of the fatty acid and transfers two pairs of hydro-
gen atoms to coenzymes (one pair to FAD and the other to
NAD™). The hydrogen atoms from the coenzymes then enter the
oxidative-phosphorylation pathway to form ATP.

When an acetyl coenzyme A is split from the end of a fatty
acid, another coenzyme A is added (ATP is not required for this
step), and the sequence is repeated. Each passage through this
sequence shortens the fatty acid chain by two carbon atoms until
all the carbon atoms have transferred to coenzyme-A molecules.
As we saw, these molecules then lead to production of CO, and
ATP via the Krebs cycle and oxidative phosphorylation.

How much ATP is formed as a result of the total catabo-
lism of a fatty acid? Most fatty acids in the body contain 14 to

0,
. ! - Figure 3.50 Pathway
phoos):gztly‘,;ti o H,0 of fatty acid catabolism in

mitochondria. The energy
equivalent of two ATP is
consumed at the start of the
pathway, for a net gain of

146 ATP for this C18 fatty acid.



22 carbons, 16 and 18 being most common. The catabolism of
one 18-carbon saturated fatty acid yields 146 ATP molecules.
In contrast, as we have seen, the catabolism of one glucose mol-
ecule yields a maximum of 38 ATP molecules. Thus, taking into
account the difference in molecular weight of the fatty acid and
glucose, the amount of ATP formed from the catabolism of a
gram of fat is about 2V2 times greater than the amount of ATP
produced by catabolizing 1 gram of carbohydrate. If an average
person stored most of his or her energy as carbohydrate rather
than fat, body weight would have to be approximately 30% greater
in order to store the same amount of usable energy, and the person
would consume more energy moving this extra weight around.
Thus, a major step in energy economy occurred when animals
evolved the ability to store energy as fat.

Fat Synthesis The synthesis of fatty acids occurs by reactions
that are almost the reverse of those that degrade them. However, the
enzymes in the synthetic pathway are in the cytosol, whereas (as
we have just seen) the enzymes catalyzing fatty acid breakdown are
in the mitochondria. Fatty acid synthesis begins with cytoplasmic
acetyl coenzyme A, which transfers its acetyl group to another
molecule of acetyl coenzyme A to form a four-carbon chain. By
repetition of this process, long-chain fatty acids are built up two
carbons at a time. This accounts for the fact that all the fatty acids
synthesized in the body contain an even number of carbon atoms.

Once the fatty acids are formed, triglycerides can be synthe-
sized by linking fatty acids to each of the three hydroxyl groups in
glycerol, more specifically, to a phosphorylated form of glycerol
called glycerol 3-phosphate. The synthesis of triglyceride is car-
ried out by enzymes associated with the membranes of the smooth
endoplasmic reticulum.

Compare the molecules produced by glucose catabolism
with those required for synthesis of both fatty acids and glycerol
3-phosphate. First, acetyl coenzyme A, the starting material for
fatty acid synthesis, can be formed from pyruvate, the end product
of glycolysis. Second, the other ingredients required for fatty acid
synthesis—hydrogen-bound coenzymes and ATP—are produced
during carbohydrate catabolism. Third, glycerol 3-phosphate can
be formed from a glucose intermediate. It should not be surpris-
ing, therefore, that much of the carbohydrate in food is converted
into fat and stored in adipose tissue shortly after its absorption
from the gastrointestinal tract.

Importantly, fatty acids—or, more specifi-
cally, the acetyl coenzyme A derived from fatty
acid breakdown—cannot be used to synthesize
new molecules of glucose. We can see the reasons
for this by examining the pathways for glucose
synthesis (see Figure 3.49). First, because the
reaction in which pyruvate is broken down to ace-
tyl coenzyme A and carbon dioxide is irrevers-
ible, acetyl coenzyme A cannot be converted into
pyruvate, a molecule that could lead to the pro-
duction of glucose. Second, the equivalents of the
two carbon atoms in acetyl coenzyme A are con-
verted into two molecules of carbon dioxide dur-
ing their passage through the Krebs cycle before
reaching oxaloacetate, another takeoff point for
glucose synthesis; therefore, they cannot be used
to synthesize net amounts of oxaloacetate.

Amino acid

Transamination

Amino acid 1

Therefore, glucose can readily be metabolized and used to
synthesize fat, but the fatty acid portion of fat cannot be used to
synthesize glucose.

Protein and Amino Acid Metabolism

In contrast to the complexities of protein synthesis, protein catab-
olism requires only a few enzymes, collectively called proteases,
to break the peptide bonds between amino acids (a process called
proteolysis). Some of these enzymes remove one amino acid at a
time from the ends of the protein chain, whereas others break pep-
tide bonds between specific amino acids within the chain, form-
ing peptides rather than free amino acids.

Amino acids can be catabolized to provide energy for ATP
synthesis, and they can also provide intermediates for the synthe-
sis of a number of molecules other than proteins. Because there
are 20 different amino acids, a large number of intermediates can
be formed, and there are many pathways for processing them. A
few basic types of reactions common to most of these pathways
can provide an overview of amino acid catabolism.

Unlike most carbohydrates and fats, amino acids contain
nitrogen atoms (in their amino groups) in addition to carbon,
hydrogen, and oxygen atoms. Once the nitrogen-containing amino
group is removed, the remainder of most amino acids can be
metabolized to intermediates capable of entering either the glyco-
lytic pathway or the Krebs cycle.

Figure 3.51 illustrates the two types of reactions by which
the amino group is removed. In the first reaction, oxidative
deamination, the amino group gives rise to a molecule of ammo-
nia (NH;) and is replaced by an oxygen atom derived from water
to form a keto acid, a categorical name rather than the name of a
specific molecule. The second means of removing an amino group
is known as transamination and involves transfer of the amino
group from an amino acid to a keto acid. Note that the keto acid
to which the amino group is transferred becomes an amino acid.
Cells can also use the nitrogen derived from amino groups to syn-
thesize other important nitrogen-containing molecules, such as
the purine and pyrimidine bases found in nucleic acids.

Figure 3.52 illustrates the oxidative deamination of the
amino acid glutamic acid and the transamination of the amino acid
alanine. Note that the keto acids formed are intermediates either
in the Krebs cycle (a-ketoglutaric acid) or glycolytic pathway
(pyruvic acid). Once formed, these keto acids can be metabolized

Oxidative deamination

i

R— CH—COOH + H,O + Coenzyme == R—C —COOH + - + Coenzyme — 2H

Keto acid Ammonia

W i

R;—CH—COOH + R,—C—COOH ==——=—== R;—C—COOH + R,— CH—COOH

Keto acid 2 Keto acid 1 Amino acid 2

Figure 3.51 Oxidative deamination and transamination of amino acids.
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Figure 3.52 Oxidative deamination and transamination of the amino
acids glutamic acid and alanine produce keto acids that can enter the
carbohydrate pathways.

to produce carbon dioxide and form ATP, or they can be used as
intermediates in the synthetic pathway leading to the formation of
glucose. As a third alternative, they can be used to synthesize fatty
acids after their conversion to acetyl coenzyme A by way of pyru-
vic acid. Therefore, amino acids can be used as a source of energy,
and some can be converted into carbohydrate and fat.

The ammonia that oxidative deamination produces is highly
toxic to cells if allowed to accumulate. Fortunately, it passes
through plasma membranes and enters the blood, which carries
it to the liver. The liver contains enzymes that can combine two
molecules of ammonia with carbon dioxide to form urea, which
is relatively nontoxic and is the major nitrogenous waste product
of protein catabolism. It enters the blood from the liver and is
excreted by the kidneys into the urine.

Thus far, we have discussed mainly amino acid catabolism;
now we turn to amino acid synthesis. The keto acids pyruvic acid
and a-ketoglutaric acid can be derived from the breakdown of glu-
cose; they can then be transaminated, as described previously, to
form the amino acids glutamate and alanine. Therefore, glucose can
be used to produce certain amino acids, provided other amino acids
are available in the diet to supply amino groups for transamination.
However, only 11 of the 20 amino acids can be formed by this pro-
cess because nine of the specific keto acids cannot be synthesized
from other intermediates. We have to obtain the nine amino acids
corresponding to these keto acids from the food we eat; conse-
quently, they are known as essential amino acids.

Figure 3.53 provides a summary of the multiple routes by
which the body handles amino acids. The amino acid pools, which
consist of the body’s total free amino acids, are derived from (1)
ingested protein, which is degraded to amino acids during diges-
tion in the small intestine; (2) the synthesis of nonessential amino
acids from the keto acids derived from carbohydrates and fat; and
(3) the continuous breakdown of body proteins. These pools are
the source of amino acids for the resynthesis of body protein and a
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Figure 3.53 Pathways of amino acid metabolism.

host of specialized amino acid derivatives, as well as for conversion
to carbohydrate and fat. A very small quantity of amino acids and
protein is lost from the body via the urine; skin; hair; fingernails;
and, in women, the menstrual fluid. The major route for the loss
of amino acids is not their excretion but rather their deamination,
with the eventual excretion of the nitrogen atoms as urea in the
urine. The terms negative nitrogen balance and positive nitrogen
balance refer to whether there is a net loss or gain, respectively, of
amino acids in the body over any period of time.

If any of the essential amino acids are missing from the
diet, a negative nitrogen balance—that is, loss greater than gain—
always results. The proteins that require a missing essential amino
acid cannot be synthesized, and the other amino acids that would
have been incorporated into these proteins are metabolized. This
explains why a dietary requirement for protein cannot be speci-
fied without regard to the amino acid composition of that protein.
Protein is graded in terms of how closely its relative proportions
of essential amino acids approximate those in the average body
protein. The highest-quality proteins are found in animal products,
whereas the quality of most plant proteins is lower. Nevertheless, it
is quite possible to obtain adequate quantities of all essential amino
acids from a mixture of plant proteins alone.

Metabolism Summary

Having discussed the metabolism of the three major classes of
organic molecules, we can now briefly review how each class
is related to the others and to the process of synthesizing ATP.
Figure 3.54 illustrates the major pathways we have discussed and
the relationships between the common intermediates. All three
classes of molecules can enter the Krebs cycle through some inter-
mediate; therefore, all three can be used as a source of energy for
the synthesis of ATP. Glucose can be converted into fat or into
some amino acids by way of common intermediates such as pyru-
vate, oxaloacetate, and acetyl coenzyme A. Similarly, some amino
acids can be converted into glucose and fat. Fatty acids cannot be
converted into glucose because of the irreversibility of the reac-
tion converting pyruvate to acetyl coenzyme A, but the glycerol
portion of triglycerides can be converted into glucose. Fatty acids
can be used to synthesize portions of the keto acids used to form
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Figure 3.54 The relationships between the pathways for the metabolism of protein,
carbohydrate (glycogen), and fat (triglyceride). (As you examine this figure, consider it in the
context of the general principle of physiology that physiological processes require the transfer

and balance of matter and energy.)

some amino acids. Metabolism is therefore a highly integrated
process in which all classes of nutrient macromolecules can be
used to provide energy and in which each class of molecule can
be used to synthesize most but not all members of other classes.

3.16 Essential Nutrients

About 50 substances required for normal or optimal body func-
tion cannot be synthesized by the body or are synthesized in
amounts inadequate to keep pace with the rates at which they are
broken down or excreted. Such substances are known as essential
nutrients (Table 3.8). Because they are all removed from the
body at some finite rate, they must be continually supplied in the
foods we eat.

The term essential nutrient is reserved for substances that
fulfill two criteria: (1) They must be essential for health, and (2)
they must not be synthesized by the body in adequate amounts.
Therefore, glucose, although “essential” for normal metabolism,
is not classified as an essential nutrient because the body normally
can synthesize all it requires, from amino acids, for example. Fur-
thermore, the quantity of an essential nutrient that must be present
in the diet to maintain health is not a criterion for determining
whether the substance is essential. Approximately 1500 g of
water, 2 g of the amino acid methionine, and only about 1 mg of
the vitamin thiamine are required per day.

Water is an essential nutrient because the body loses far
more water in the urine and from the skin and respiratory tract
than it can synthesize. (Recall that water forms as an end prod-
uct of oxidative phosphorylation as well as from several other

fall into any common category other than being
essential nutrients. Finally, the class of essential
nutrients known as vitamins deserves special
attention.

Vitamins

Vitamins are a group of 14 organic essential nutri-
ents required in very small amounts in the diet.
The exact chemical structures of the first vita-
mins to be discovered were unknown, and they
were simply identified by letters of the alphabet.
Vitamin B turned out to be composed of eight
substances now known as the vitamin B complex.
Plants and bacteria have the enzymes necessary
for vitamin synthesis, and we get our vitamins by eating either
plants or meat from animals that have eaten plants.

The vitamins as a class have no particular chemical struc-
ture in common, but they can be divided into the water-soluble
vitamins and the fat-soluble vitamins. The water-soluble vita-
mins form portions of coenzymes such as NAD*, FAD, and coen-
zyme A. The fat-soluble vitamins (A, D, E, and K) in general do
not function as coenzymes. For example, vitamin A (retinol) is
used to form the light-sensitive pigment in the eye, and lack of this
vitamin leads to night blindness. The specific functions of each of
the fat-soluble vitamins will be described in later chapters.

The catabolism of vitamins does not provide chemical energy,
although some vitamins participate as coenzymes in chemical reac-
tions that release energy from other molecules. Increasing the amount
of a vitamin in the diet beyond a certain minimum does not neces-
sarily increase the activity of those enzymes for which the vitamin
functions as a coenzyme. Only very small quantities of coenzymes
participate in the chemical reactions that require them, and increasing
the concentration above this level does not increase the reaction rate.

The fate of large quantities of ingested vitamins varies
depending upon whether the vitamin is water-soluble or fat-soluble.
As the amount of water-soluble vitamins in the diet is increased,
so is the amount excreted in the urine; therefore, the accumula-
tion of these vitamins in the body is limited. On the other hand,
fat-soluble vitamins can accumulate in the body because they are
poorly excreted by the kidneys and because they dissolve in the fat
stores in adipose tissue. The intake of very large quantities of fat-
soluble vitamins can produce toxic effects.
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TABLE 3.8 Essential Nutrients

SECTION E SUMMARY

Water
Mineral Elements
7 major mineral elements (see Table 2.1)

13 trace elements (see Table 2.1)

Essential Amino Acids
Histidine
Isoleucine
Leucine
Lysine
Methionine
Phenylalanine
Threonine
Tryptophan

Valine

Essential Fatty Acids Other Essential Nutrients
Inositol
Choline

Carnitine

Linoleic acid

Linolenic acid

Vitamins

Water-soluble vitamins
B;: thiamine
B,: riboflavin
Bg: pyridoxine
B;,: cobalamine
Niacin
Pantothenic acid
Folic acid
Biotin

Vitamin B complex

Lipoic acid
Vitamin C
Fat-soluble vitamins
Vitamin A
Vitamin D
Vitamin E

Vitamin K

Cellular Energy Transfer
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I. The end products of glycolysis under aerobic conditions are ATP
and pyruvate; the end products under anaerobic conditions are ATP
and lactate.

a. Carbohydrates are the only major nutrient molecules that can
enter the glycolytic pathway, and the enzymes that facilitate this
pathway are located in the cytosol.

b. Hydrogen atoms generated by glycolysis are transferred either
to NAD", which then transfers them to pyruvate to form lactate,
thereby regenerating the original coenzyme molecule; or to the
oxidative-phosphorylation pathway.

c. The formation of ATP in glycolysis occurs by substrate-level
phosphorylation, a process in which a phosphate group is

Chapter 3

transferred from a phosphorylated metabolic intermediate
directly to ADP.

II. The Krebs cycle catabolizes molecular fragments derived from

nutrient molecules and produces carbon dioxide, hydrogen atoms,

and ATP. The enzymes that mediate the cycle are located in the

mitochondrial matrix.

a. Acetyl coenzyme A, the acetyl portion of which is derived from
all three types of nutrient macromolecules, is the major substrate
entering the Krebs cycle. Amino acids can also enter at several
places in the cycle by being converted to cycle intermediates.

b. During one rotation of the Krebs cycle, two molecules of
carbon dioxide are produced, and four pairs of hydrogen atoms
are transferred to coenzymes. Substrate-level phosphorylation
produces one molecule of GTP, which can be converted to ATP.

III. Oxidative phosphorylation forms ATP from ADP and P;, using the

energy released when molecular oxygen ultimately combines with

hydrogen atoms to form water.

a. The enzymes for oxidative phosphorylation are located on the
inner membranes of mitochondria.

b. Hydrogen atoms derived from glycolysis, the Krebs cycle,
and the breakdown of fatty acids are delivered, most bound
to coenzymes, to the electron-transport chain. The electron-
transport chain then regenerates the hydrogen-free forms of the
coenzymes NAD™ and FAD by transferring the hydrogens to
molecular oxygen to form water.

c. The reactions of the electron-transport chain produce
a hydrogen ion gradient across the inner mitochondrial
membrane. The flow of hydrogen ions back across the
membrane provides the energy for ATP synthesis.

Carbohydrate, Fat, and Protein Metabolism

I. The aerobic catabolism of carbohydrates proceeds through the
glycolytic pathway to pyruvate. Pyruvate enters the Krebs cycle
and is broken down to carbon dioxide and hydrogens, which are
then transferred to coenzymes.

a. About 40% of the chemical energy in glucose can be transferred
to ATP under aerobic conditions; the rest is released as heat.

b. Under aerobic conditions, a maximum of 38 molecules of ATP
can form from one molecule of glucose: up to 34 from oxidative
phosphorylation, two from glycolysis, and two from the Krebs
cycle.

c. Under anaerobic conditions, two molecules of ATP can form
from one molecule of glucose during glycolysis.

II. Carbohydrates are stored as glycogen, primarily in the liver and

skeletal muscles.

a. Different enzymes synthesize and break down glycogen. The
control of these enzymes regulates the flow of glucose to and
from glycogen.

b. In most cells, glucose 6-phosphate is formed by glycogen
breakdown and is catabolized to produce ATP. In liver and
kidney cells, glucose can be derived from glycogen and released
from the cells into the blood.

III. New glucose can be synthesized (gluconeogenesis) from some

amino acids, lactate, and glycerol via the enzymes that catalyze
reversible reactions in the glycolytic pathway. Fatty acids cannot be
used to synthesize new glucose.

IV. Fat, stored primarily in adipose tissue, provides about 80% of the

stored energy in the body.

a. Fatty acids are broken down, two carbon atoms at a time, in the
mitochondrial matrix by beta oxidation to form acetyl coenzyme
A and hydrogen atoms, which combine with coenzymes.

b. The acetyl portion of acetyl coenzyme A is catabolized to
carbon dioxide in the Krebs cycle, and the hydrogen atoms
generated there, plus those generated during beta oxidation,
enter the oxidative-phosphorylation pathway to form ATP.



c. The amount of ATP formed by the catabolism of 1 g of fat is
about 2Y2 times greater than the amount formed from 1 g of
carbohydrate.

d. Fatty acids are synthesized from acetyl coenzyme A by
enzymes in the cytosol and are linked to glycerol 3-phosphate,
produced from carbohydrates, to form triglycerides by enzymes
in the smooth endoplasmic reticulum.

V. Proteins are broken down to free amino acids by proteases.

a. The removal of amino groups from amino acids leaves keto
acids, which can be either catabolized via the Krebs cycle
to provide energy for the synthesis of ATP or converted into
glucose and fatty acids.

b. Amino groups are removed by (i) oxidative deamination, which
gives rise to ammonia; or by (ii) transamination, in which the
amino group is transferred to a keto acid to form a new amino acid.

c. The ammonia formed from the oxidative deamination of amino
acids is converted to urea by enzymes in the liver and then
excreted in the urine by the kidneys.

VI. Some amino acids can be synthesized from keto acids derived from
glucose, whereas others cannot be synthesized by the body and
must be provided in the diet.

Essential Nutrients
I. Approximately 50 essential nutrients are necessary for health but
cannot be synthesized in adequate amounts by the body and must
therefore be provided in the diet.

II. A large intake of water-soluble vitamins leads to their rapid
excretion in the urine, whereas a large intake of fat-soluble
vitamins leads to their accumulation in adipose tissue and may
produce toxic effects.

SECTION E KEY TERMS
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acetyl coenzyme A (acetyl CoA) glycolysis

aerobic Krebs cycle

ATP synthase lactate

chemiosmosis oxidative phosphorylation
citric acid cycle pyruvate

cytochromes substrate-level phosphorylation

electron-transport chain

3.15 Carbohydrate, Fat, and Protein Metabolism

tricarboxylic acid cycle

adipocytes

adipose tissue

negative nitrogen balance
oxidative deamination

beta oxidation
essential amino acids

gluconeogenesis positive nitrogen balance
glycerol 3-phosphate proteases

glycogen proteolysis
glycogenolysis transamination

keto acid urea

3.16 Essential Nutrients

essential nutrients
fat-soluble vitamins

SECTION E REVIEW QUESTIONS

1. What are the end products of glycolysis under aerobic and
anaerobic conditions?

2. What are the major substrates entering the Krebs cycle, and what
are the products formed?

3. Why does the Krebs cycle operate only under aerobic conditions
even though it does not use molecular oxygen in any of its
reactions?

4. Identify the molecules that enter the oxidative-phosphorylation
pathway and the products that form.

5. Where are the enzymes for the Krebs cycle located? The enzymes
for oxidative phosphorylation? The enzymes for glycolysis?

6. How many molecules of ATP can form from the breakdown of one
molecule of glucose under aerobic conditions? Under anaerobic
conditions?

7. What molecules can be used to synthesize glucose?

. Why can’t fatty acids be used to synthesize glucose?

9. Describe the pathways used to catabolize fatty acids to carbon
dioxide.

10. Why is it more efficient to store energy as fat than as glycogen?

11. Describe the pathway by which glucose is converted into fat.

12. Describe the two processes by which amino groups are removed

from amino acids.

13. What can keto acids be converted into?

14. What is the source of the nitrogen atoms in urea, and in what organ

is urea synthesized?

15. Why is water considered an essential nutrient whereas glucose is not?

16. What is the consequence of ingesting large quantities of water-

soluble vitamins? Fat-soluble vitamins?

water-soluble vitamins

e}

Clinical Case StUdy: An Elderly Man Develops Muscle Damage
After Changing His Diet

CHAPTER 3

An overweight, elderly man and his wife
moved from New Jersey to Florida to
begin their retirement. The husband had
recently been told by his physician in New
Jersey that he needed to lose weight and
start exercising or run the risk of develop-
ing type 2 diabetes mellitus. As part of his
effort to become healthier, the man began
walking daily and adding more fruits and
vegetables to his diet in place of red meats

and sugary foods. About 2 weeks after making these changes, he
began to feel weakness, tenderness, and cramps in his legs and
arms. Eventually, the cramps developed into severe pain, and he
also noticed a second alarming change, that his urine had become
reddish brown in color. He was admitted into the hospital, where
it was determined that he had widespread damage to his skeletal
muscles. The dying muscle cells were releasing their intracellular
contents into the man’s blood; as these substances were filtered
by the man’s kidneys, they entered the urine and turned the urine a
dark color.

Cellular Structure, Proteins, and Metabolic Pathways 91



After questioning the man, his Florida physician determined
that the only change in the man’s life and routine—apart from his
move to Florida—were the changes in his diet and exercise level.
Partly because the exercise (slow walks around the block) was
deemed to be very mild, it was ruled out as a contributor to the mus-
cle damage. His medical history revealed that the man had been
taking a high concentration of a medication called a “statin” every
day for 15 years to decrease his concentration of blood cholesterol.
(You will learn more about cholesterol and statins in Chapters 12,
15, and 16.) A rare side effect of statins is damage to skeletal mus-
cle; however, why should this side effect suddenly appear after 15
years, and how could it be linked with this man’s change in diet?

Further questioning revealed that the man and his wife had
moved to a town that happened to have a large grapefruit orchard
in which local residents typically picked their own grapefruits. This
seemed like a fortuitous way to supplement his diet with a healthy
and fresh citrus fruit, and consequently the man had been drinking
up to five large glasses a day of freshly squeezed grapefruit juice
since his arrival in town. This information solved the puzzle of what
had happened to this man. Grapefruit juice contains a number of
compounds called furanocoumarins. These compounds are inhibi-
tors of a very important enzyme located in the small intestine and
liver, called cytochrome P450 3A4 (or CYP3A4).

Reflect and Review #1

B What are some common ways in which enzymes are
regulated? (Refer back to Figures 3.37 and 3.38.)

The function of CYP3A4 is to metabolize (break down) sub-
stances in the body that are potentially toxic, including compounds
ingested in the diet. Many oral medications are metabolized by this
enzyme; you can think of this as the body’s way of rejecting ingested
compounds that it does not recognize. Recall from Figures 3.37 and
3.38 that one of the key features of enzymes is that their activity can
be regulated in several ways. Furanocoumarins inhibit CYP3A4 by
covalent inhibition.

Some of the statins, including the one our patient was tak-
ing, are metabolized by CYP3A4 in the small intestine. This must

Ingested statin Ingested statin

Ingested
furanocoumarins
from grapefruit

Intestines

Intestines @

1 Metabolism of
statin by CYP3A4

Metabolism of some

statin by CYP3A4

Much more statin
absorbed into blood

Statin absorbed
into blood

Figure 3.55 Changes in the amount of a cholesterol-lowering
drug (statin) absorbed into the blood without and with ingestion of
grapefruit juice.

be factored into the amount, or dose, of the drug that is given to
patients, so that enough of the drug gets into the bloodstream to
exert its beneficial effect on decreasing cholesterol concentrations.
When the man began drinking grapefruit juice, however, the furano-
coumarins inhibited his CYP3A4. Therefore, when he took his usual
dose of statin, the amount of the drug entering the blood was greater
than normal, and this continued each day as he continued taking his
medication (Figure 3.55). Eventually, his blood concentration of the
statin became very high, and he started to experience muscle dam-
age and other side effects. Once this was determined, the man was
advised to substitute other citrus drinks (most of which do not con-
tain furanocoumarins) for grapefruit juice and to stop taking his cho-
lesterol medication until his blood concentration returned to normal.
Additional treatments were initiated to treat his muscle damage.

This case is a fascinating study of how enzymes are regu-
lated and what may happen when an enzyme that is normally
active becomes inhibited. It also points out the importance of read-
ing the labels on all medications about possibly harmful drug and
food interactions.

See Chapter 19 for complete, integrative case studies.

cHAPTER 3 TEST QUESTIONS Recall and Comprehend Answers appear in Appendix A.

These questions test your recall of important details covered in this chapter. They also help prepare you for the type of questions
encountered in standardized exams. Many additional questions of this type are available on Connect and LearnSmart.

1. Which cell structure contains the enzymes required for oxidative
phosphorylation?
a. inner membrane of mitochondria
b. smooth endoplasmic reticulum
c¢. rough endoplasmic reticulum
d. outer membrane of mitochondria
e. matrix of mitochondria

2. Which sequence regarding protein synthesis is correct?

a. translation — transcription — mRNA synthesis

b. transcription — splicing of primary RNA transcript — translocation of
mRNA — translation

c. splicing of introns — transcription — mRNA synthesis translation

d. transcription — translation - mRNA production

e. tRNA enters nucleus — transcription begins — mRNA moves to
cytoplasm — protein synthesis begins
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3. Which is incorrect regarding ligand—protein binding reactions?

a. Allosteric modulation of the protein’s binding site occurs directly at the
binding site itself.

b. Allosteric modulation can alter the affinity of the protein for
the ligand.

c. Phosphorylation of the protein is an example of covalent
modulation.

d. If two ligands can bind to the binding site of the protein, competition for
binding will occur.

e. Binding reactions are either electrical or hydrophobic in nature.



4. According to the law of mass action, in the following reaction, 6. Which of the following is true?
CO, + HyO — H,COs a. Triglycerides hgve the least energy content per gram of the three major
energy sources in the body.
a. increasing the concentration of carbon dioxide will slow down the b. Fat catabolism generates new triglycerides for storage in adipose tissue.
forward (left-to-right) reaction. c. By mass, the total-body content of carbohydrates exceeds that of total
b. increasing the concentration of carbonic acid will accelerate the rate of triglycerides.
the reverse (right-to-left) reaction. d. Catabolism of fatty acids occurs in two-carbon steps.
c. increasing the concentration of carbon dioxide will speed up the reverse e. Triglycerides are the major lipids found in plasma membranes.
d. fiiicr:;);li-ng the concentration of carbonic acid will slow down the 7. The strength of ligand-protein binding is a property of the binding site
forward reaction. called
e. no enzyme is required for either the forward or reverse reaction. 8. The slowest step in a multienzyme pathway is called the
5. Which of the following can be used to synthesize glucose by 9. The membrane structures that form channels linking together the
gluconeogenesis in the liver? cytosols of two cells and permitting movement of substances from cell to
a. fatty acid d. glycogen cell are called
b. triglyceride e. ATP 10. The fluid inside cells but not within organelles is called

c. glycerol

cHAPTER 3 TEST QUESTIONS Apply, Analyze, and Evaluate

These questions, which are designed to be challenging, require you to integrate concepts covered in the chapter to draw your own
conclusions. See if you can first answer the questions without using the hints that are provided; then, if you are having difficulty, refer
back to the figures or sections indicated in the hints.

Answers appear in Appendix A.

1. A base sequence in a portion of one strand of DNA is A—G—T—G—C—

. < 60
A—A—G—T—C—T. Predict o
a. the base sequence in the complementary strand of DNA. E
b. the base sequence in RNA transcribed from the sequence shown. = 40
Hint: See Figures 3.18 and 3.21, and also refer back to Figure 2.23 2
for help. § 20
2. The triplet code in DNA for the amino acid histidine is G—T—A. Predict §
the mRNA codon for this amino acid and the tRNA anticodon. Hint: See b= L L L L L L 1
Figures 3.20 and 3.21. & 4 8 12 16 20 24 28

3. If a protein contains 100 amino acids, how many nucleotides will be present

Plasma concentration of compound X (pM)

in the gene that codes for this protein? Hint: See Sections 3.4 and 3.5 and a. Specify two ways in which acid secretion by compound X could be
Figure 3.19 for help. increased to 40 mmol/h.

4. A variety of chemical messengers that normally regulate acid secretion in b. Why will increasing the concentration of compound X to 28 pM fail to
the stomach bind to proteins in the plasma membranes of the acid-secreting produce more acid secretion than increasing the concentration of X to 20
cells. Some of these binding reactions lead to increased acid secretion, pM? Hint: See Figures 3.30 and 3.31 for help.
others to decreased secretion. In what ways might a drug that causes 7. In the following metabolic pathway, what is the rate of formation of the
decreased acid secretion be acting on these cells? Hint: Refer to Sections end-product E if substrate A is present at a saturating concentration? The
3.8 and 3.9, especially Figures 3.29 and 3.32. maximal rates (products formed per second) of the individual steps are

5. In one type of diabetes, the plasma concentration of the hormone insulin is indicated. Hint: Review Section 3.13 for help.
normal but the response of the cells that insulin usually binds to is markedly A 30 B 5 C 20 D 40 E
decreased. Suggest a reason for this in terms of the properties of protein- ) ] . .
binding sites. Hint: See Section 3.8 and Figure 3.31. 8. During pr'olong.ed starvation, when glucose is not being absorbefl from

. . . the gastrointestinal tract, what molecules can be used to synthesize new

6. The following graph shows the relation between the amount of acid . .

. . . . glucose? Hint: See Figure 3.49.
secreted and the concentration of compound X, which stimulates acid . ] ) ) . .
9. How might certain forms of liver disease produce an increase in the

secretion in the stomach by binding to a membrane protein. At a
plasma concentration of 2 pM, compound X produces an acid secretion
of 20 mmol/h.

blood concentrations of ammonia? Hint: Read the text associated with
Figures 3.51 and 3.52 for help.

cHAPTER 3 TEST QUESTIONS General Principles Assessment

Answers appear in Appendix A.

These questions reinforce the key theme first introduced in Chapter 1, that general principles of physiology can be applied across all
levels of organization and across all organ systems.

1. How does the general principle that structure is a determinant of—and
has coevolved with—function pertain to cells or cellular organelles? For
example, what might be the significance of the extensive folds of the inner
mitochondrial membranes shown in Figure 3.13? (See Figure 3.46 for a hint.)
How do the illustrations in Figures 3.28 and 3.32b apply to the relationship
between structure and function at the molecular (protein) level?

3. Physiological processes require the transfer and balance of matter and
energy. How is this general principle illustrated in Figure 3.54, and how
does this relate to another key physiological principle that homeostasis is
essential for health and survival? (You may want to refer back to Figure 1.6
and imagine that the box labeled “Active product” is “ATP.”)

2. Physiological processes are dictated by the laws of chemistry and physics.
Referring back to Figure 3.27, explain how this principle applies to the
interaction between proteins and ligands.
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cHAPTER 3 ANSWERS TO PHYSIOLOGICAL INQUIRY QUESTIONS

Figure 3.4 The intracellular fluid compartment includes all of the water in
the cytoplasm plus the water in the nucleus. See Chapter 1 for a discussion
of the different water compartments in the body.

Figure 3.9 Because tight junctions form a barrier to the transport of most
substances across an epithelium, the food you consume remains in the
intestine until it is digested into usable components. Thereafter, the
digested products can be absorbed across the epithelium in a controlled
manner.

Figure 3.11 Plasma membranes retain molecules such as enzymes within
the cytosol, where the enzymes are required, and selectively exclude
certain substances from the cell. They also allow other molecules to move
between the extracellular and intracellular fluid compartments. They
may also contain specializations (see Figure 3.9) that permit movement of
small solutes such as ions from one cell to another. Intracellular organelle
membranes permit the movement between cellular compartments of
important molecules such as RNA (see Figure 3.10), or the controlled
release of regulatory ions such as Ca>" into the cytosol (Figure 3.11).

Figure 3.19 An example of an alternatively spliced mRNA might appear as
follows, where exon number 2 is missing from the mRNA.

Figure 3.28 It would be easier to design drugs to interact with protein X
because it has less chemical specificity. Any of a number of similar-
shaped ligands (drugs) could theoretically interact with the protein.

Figure 3.31 Unless the dose of the ligand was sufficiently high to fully
saturate both proteins X and Y, the effect of the ligand would probably
be to increase blood pressure because at any given ligand concentration,
protein Y would have a higher percent saturation than protein X.
However, because protein X also binds the ligand to some extent, it would
counteract some of the effects of protein Y.

Figure 3.38 If the product were rapidly removed or converted to another
product, then the rate of conversion of the substrate into product would
increase according to the law of mass action, as described in Section 3.10.
This is actually typical of what happens in cells.

Figure 3.46 As described in Chapter 1, homeostasis requires continual
inputs of energy to maintain steady states of physiological variables such
as the concentration of glucose in the blood. That energy comes from
hydrolysis of the terminal phosphate bond in ATP. Therefore, because
homeostasis requires energy, without the continual synthesis of ATP in all
cells, homeostasis is not possible.

[T s T4
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Diffusion
Magnitude and Direction of Diffusion
Diffusion Rate Versus Distance
Diffusion Through Membranes

4.2 Mediated-Transport Systems
Facilitated Diffusion
Active Transport

4.3 Osmosis
Extracellular Osmolarity and Cell Volume

4.4 Endocytosis and Exocytosis

Endocytosis

Exocytosis

4.5 Epithelial Transport
Chapter 4 Clinical Case Study

of some cells is due to water leaving the cell.

from the surrounding extracellular fluid by a thin bilayer of lipids

and protein, which forms the plasma membrane. You also learned
that membranes associated with mitochondria, endoplasmic reticulum,
lysosomes, the Golgi apparatus, and the nucleus divide the intracellular
fluid into several membrane-bound compartments. The movements of
molecules and ions between the various cell organelles and the cytosol,
and between the cytosol and the extracellular fluid, depend on the
properties of these membranes. The rates at which different substances
move through membranes vary considerably and in some cases can be
controlled—increased or decreased—in response to various signals.
This chapter focuses upon the transport functions of membranes, with
emphasis on the plasma membrane. The controlled movement of solutes
such as ions, glucose, and gases, as well as the movement of water across
membranes, is of profound importance in physiology. As just a few
examples, such transport mechanisms are essential for cells to maintain
their size and shape, energy balance, and their ability to send and respond
to electrical or chemical signals from other cells.

As you read the first section, think how diffusion is a good example
of the general principle of physiology introduced in Chapter 1 that
physiological processes are dictated by the laws of chemistry and physics.
In the subsequent sections, consider how the general physiological
principles of homeostasis and of controlled exchange of materials apply. W
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You learned in Chapter 3 that the contents of a cell are separated




4.1 Diffusion

One of the fundamental physical features of molecules of any sub-
stance, whether solid, liquid, or gas, is that they are in a continu-
ous state of movement or vibration. The energy for this movement
comes from heat; the warmer a substance is, the faster its mol-
ecules move. In solutions, such rapidly moving molecules cannot
travel very far before colliding with other molecules, undergo-
ing millions of collisions every second. Each collision alters the
direction of the molecule’s movement, so that the path of any one
molecule becomes unpredictable. Because a molecule may at any
instant be moving in any direction, such movement is random,
with no preferred direction of movement.

The random thermal motion of molecules in a liquid or
gas will eventually distribute them uniformly throughout a con-
tainer. Thus, if we start with a solution in which a solute is more
concentrated in one region than another (Figure 4.1a), random
thermal motion will redistribute the solute from regions of
higher concentration to regions of lower concentration until the
solute reaches a uniform concentration throughout the solution
(Figure 4.1b). This movement of molecules from one location
to another solely as a result of their random thermal motion is
known as simple diffusion.

Key to your understanding of this process is recognizing
that molecules do not move in a purposeful way; their movement
is entirely random. The probability that more molecules will move
from the left to the right side of the solution shown in Figure 4.1a is
greater than that of the reverse direction, simply because there are
initially more molecules on the left side. At equilibrium, the mole-
cules continue to randomly move but do so equally in all directions.
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PR} Figure 4.1 Simple diffusion. (a) Molecules initially
concentrated in one region of a solution will, due to random thermal
motion, undergo net diffusion from the region of higher concentration
to the region of lower concentration. (b) With time, the molecules will
become uniformly distributed throughout the solution.
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Many processes in living organisms are closely associated
with simple diffusion. For example, oxygen, nutrients, and other
molecules enter and leave the smallest blood vessels (capillar-
ies) by simple diffusion, and the movement of many substances
across plasma membranes and organelle membranes occurs
by simple diffusion. In this way, simple diffusion is one of the
key mechanisms by which cells maintain homeostasis. For the
remainder of the text, we will often follow convention and refer
only to “diffusion” when describing simple diffusion. You will
learn later about another type of diffusion called facilitated
diffusion.

Magnitude and Direction of Diffusion

Figure 4.2 illustrates the diffusion of glucose between two com-
partments of equal volume separated by a permeable barrier.
Initially, glucose is present in compartment 1 at a concentration
of 20 mmol/L, and there is no glucose in compartment 2. The
random movements of the glucose molecules in compartment 1
move some of them into compartment 2. The amount of mate-
rial crossing a surface in a unit of time is known as a flux. This
one-way flux of glucose from compartment 1 to compartment
2 depends on the concentration of glucose in compartment 1. If
the number of molecules in a unit of volume is doubled, the flux
of molecules across the surface of the unit will also be doubled
because twice as many molecules will be moving in any direc-
tion at a given time.

After a short time, some of the glucose molecules that have
entered compartment 2 will randomly move back into compart-
ment 1 (see Figure 4.2, time B). The magnitude of the glucose
flux from compartment 2 to compartment 1 depends upon the
concentration of glucose in compartment 2 at any time.

The net flux of glucose between the two compartments at
any instant is the difference between the two one-way fluxes. The
net flux determines the net gain of molecules in compartment
2 per unit time and the net loss from compartment 1 per unit time.

Eventually, the concentrations of glucose in the two com-
partments become equal at 10 mmol/L. Glucose molecules con-
tinue to move randomly, and some will find their way from one
compartment to the other. However, the two one-way fluxes are
now equal in magnitude but opposite in direction; therefore, the
net flux of glucose is zero (see Figure 4.2, time C). The system has
now reached diffusion equilibrium. No further change in the glu-
cose concentrations of the two compartments will occur because
of the equal rates of diffusion of glucose molecules in both direc-
tions between the two compartments.

Several important properties of diffusion can be empha-
sized using this example. Three fluxes can be identified—the two
one-way fluxes occurring in opposite directions from one com-
partment to the other, and the net flux, which is the difference
between them (Figure 4.3). The net flux is the most important
component in diffusion because it is the net rate of material trans-
fer from one location to another. Although the movement of indi-
vidual molecules is random, the net flux is always greater from
regions of higher concentration to regions of lower concentration.
For this reason, we often say that substances move “downhill” by
diffusion. The greater the difference in concentration between any
two regions, the greater the magnitude of the net flux. Therefore,
the concentration difference determines both the direction and the
magnitude of the net flux.



_~— Compartment 1

10

is because collisions are less frequent in a gas
phase, and, as we will see, when a plasma mem-
brane is involved, its chemical composition influ-
ences diffusion rates.

Diffusion Rate Versus Distance

The distance over which molecules diffuse is
an important factor in determining the rate at
which they can reach a cell from the blood or
move throughout the interior of a cell after cross-
ing the plasma membrane. Although individual
molecules travel at high speeds, the number of
collisions they undergo prevents them from trav-
eling very far in a straight line. Diffusion times
increase in proportion to the square of the dis-

Compartment 2

Glucose concentration (mmol/L)

tance over which the molecules diffuse.

Thus, although diffusion equilibrium can
be reached rapidly over distances of cellular
dimensions, it takes a very long time when dis-
tances of a few centimeters or more are involved.
For an organism as large as a human being, the
diffusion of oxygen and nutrients from the body

Time

AP|R] Figure 4.2 Diffusion of glucose between two compartments of equal volume
separated by a barrier permeable to glucose. Initially, at time A, compartment 1 contains

surface to tissues located only a few centimeters
below the surface would be far too slow to provide
adequate nourishment. This is overcome by the
circulatory system, which provides a mechanism
for rapidly moving materials over large distances

glucose at a concentration of 20 mmol/L and no glucose is present in compartment 2. At
time B, some glucose molecules have moved into compartment 2 and some of these are
moving back into compartment 1. The length of the arrows represents the magnitudes of the
one-way movements. At time C, diffusion equilibrium has been reached, the concentrations
of glucose are equal in the two compartments (10 mmol/L), and the ner movement is zero.
In the graph at the bottom of the figure, the green line represents the concentration in
compartment 1, and the purple line represents the concentration in compartment 2. Note

using a pressure source (the heart). This process,
known as bulk flow, is described in Chapter 12.
Diffusion, on the other hand, provides movement
over the short distances between the blood, inter-
stitial fluid, and intracellular fluid.

Diffusion Through Membranes

diffusion equilibrium has been reached.

that at time C, glucose concentration is 10 mmol/L in both compartments. At that time,

Up to now, we have considered general features
of diffusion of solutes in water. In living tissue,

PHYSIOLOGICAL INQUIRY

Answer can be found at end of chapter.

B Imagine that at time C additional glucose could be added to compartment 1 such that
its concentration was instantly increased to 15 mmol/L. What would the graph look
like following time C? Draw the new graph on the figure and indicate the glucose
concentrations in compartments 1 and 2 at diffusion equilibrium. (Note: It is not
actually possible to instantly change the concentration of a substance in this way
because it will immediately begin diffusing to the other compartment as it is added.)

however, diffusion often occurs across cellular
membranes, including between intracellular and
extracellular fluid compartments. For example,
cellular waste products of metabolism diffuse
outward from cells, whereas nutrients diffuse
into cells; in both cases, the solutes must cross
the plasma membrane. What effects do mem-
branes have on diffusion?

The rate at which a substance diffuses

At any concentration difference, however, the magni-
tude of the net flux depends on several additional factors:
(1) temperature—the more elevated the temperature, the greater
the speed of molecular movement and the faster the net flux;
(2) mass of the molecule—Ilarge molecules such as proteins have
a greater mass and move more slowly than smaller molecules
such as glucose and, consequently, have a slower net flux; (3) sur-
face area—the greater the surface area between two regions, the
greater the space available for diffusion and, therefore, the faster
the net flux; and (4) the medium through which the molecules are
moving—molecules diffuse more rapidly in air than in water. This

across a plasma membrane can be measured
by monitoring the rate at which its intracel-
lular concentration approaches diffusion equilibrium with its
concentration in the extracellular fluid. For simplicity’s sake,
assume that because the volume of extracellular fluid is large,
its solute concentration will remain essentially constant as the
substance diffuses into the intracellular fluid (Figure 4.4). As
with all diffusion processes, the net flux of material across the
membrane is from the region of greater concentration (the extra-
cellular solution in this case) to the region of less concentra-
tion (the intracellular fluid). The magnitude of the net flux (that
is, the rate of diffusion J) is directly proportional to the dif-
ference in concentration across the membrane (C, — C;, where
o and i stand for concentrations outside and inside the cell), the
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Compartment 1
High solute concentration

Compartment 2
Low solute concentration
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AP|R] Figure 4.3 The two one-way fluxes occurring during
simple diffusion of solute across a boundary and the net flux (the
difference between the two one-way fluxes). The net flux always occurs
in the direction from higher to lower concentration. Lengths of arrows
indicate magnitude of the flux.

surface area of the membrane A, and the membrane permeabil-
ity coefficient P as described by a modified form of Fick’s first
law of diffusion applied to biological membranes:

] =PA(C, + C))

The numerical value of the permeability coefficient P is an
experimentally determined number for a particular type of mol-
ecule at a given temperature; it reflects the ease with which the
molecule is able to move through a given membrane. In other
words, the greater the permeability coefficient, the faster the net
flux across the membrane for any given concentration difference
and membrane surface area. Depending on the magnitude of their
permeability coefficients, molecules typically diffuse a thousand
to a million times slower through membranes than through a
water layer of equal thickness. Membranes, therefore, act as barri-
ers that considerably slow the diffusion of molecules across their
surfaces. The major factor limiting diffusion across a membrane
is its chemical composition, namely the hydrophobic interior of its
lipid bilayer, as described next.

Diffusion Through the Lipid Bilayer When the
permeability coefficients of different organic molecules are
examined in relation to their molecular structures, a correlation
emerges. Whereas most polar molecules diffuse into cells very
slowly or not at all, nonpolar molecules diffuse much more
rapidly across plasma membranes—that is, they have large
permeability coefficients. The reason is that nonpolar molecules
can dissolve in the nonpolar regions of the membrane occupied
by the fatty acid chains of the membrane phospholipids. In
contrast, polar molecules have a much lower solubility in the
membrane lipids. Increasing the lipid solubility of a substance
by decreasing the number of polar or ionized groups it contains
will increase the number of molecules dissolved in the
membrane lipids. This will increase the flux of the substance
across the membrane. Oxygen, carbon dioxide, fatty acids,
and steroid hormones are examples of nonpolar molecules that
diffuse rapidly through the lipid portions of membranes. Most
of the organic molecules that make up the intermediate stages
of the various metabolic pathways (Chapter 3) are ionized or
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C, = constant extracellular concentration

Concentration

C;= intracellular concentration

Time

Figure 4.4 The increase in intracellular concentration as a solute
diffuses from a constant extracellular concentration until diffusion
equilibrium (C; = C,) is reached across the plasma membrane of a cell.

polar molecules, often containing an ionized phosphate group;
therefore, they have a low solubility in the lipid bilayer. Most
of these substances are retained within cells and organelles
because they cannot diffuse across the lipid bilayer of
membranes, unless the membrane contains special proteins such
as ion channels, as we see next. This is an excellent example of
the general principle of physiology that physiological processes
are dictated by the laws of chemistry and physics.

Diffusion of Ions Through Ion Channels Ions such
as Na*, K", CI", and Ca®" diffuse across plasma membranes
at much faster rates than would be predicted from their very
low solubility in membrane lipids. Also, different cells have
quite different permeabilities to these ions, whereas nonpolar
substances have similar permeabilities in nearly all cells.
Moreover, artificial lipid bilayers containing no protein are
practically impermeable to these ions; this indicates that
the protein component of the membrane is responsible for these
permeability differences.

You learned in Chapter 3 that integral membrane pro-
teins can span the lipid bilayer. Some of these proteins form
ion channels that allow ions to diffuse across the membrane.
A single protein may have a conformation resembling that of
a doughnut, with the hole in the middle providing the channel
for ion movement. More often, several polypeptides aggregate,
each forming a subunit of the walls of a channel (Figure 4.5).
The diameters of ion channels are very small, only slightly
larger than those of the ions that pass through them. The small
size of the channels prevents larger molecules from entering
or leaving.

An important characteristic of ion channels is that they
can show selectivity for the type of ion or ions that can diffuse
through them. This selectivity is based on the channel diameter,
the charged and polar surfaces of the polypeptide subunits that
form the channel walls and electrically attract or repel the ions,
and the number of water molecules associated with the ions (so-
called waters of hydration). For example, some channels (K"
channels) allow only potassium ions to pass, whereas others are
specific for sodium ions (Na® channels). For this reason, two
membranes that have the same permeability to K because they
have the same number of K channels may nonetheless have



quite different permeabilities to Na™ if they contain different
numbers of Na* channels.

Effects of Electrical Forces on lon Movement
Thus far, we have described the direction and magnitude of solute
diffusion across a membrane in terms of the solute’s concentration
difference across the membrane, its solubility in the membrane
lipids, the presence of membrane ion channels, and the area of
the membrane. When describing the diffusion of ions, because
they are charged, one additional factor must be considered: the
presence of electrical forces acting upon the ions.

A separation of electrical charge exists across plasma
membranes of all cells. This is known as a membrane potential
(Figure 4.6), the magnitude of which is measured in units of mil-
livolts. (The origin of a membrane potential will be described in
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Chapter 6 in the context of neuronal function.) The membrane
potential provides an electrical force that influences the move-
ment of ions across the membrane. A fundamental principle of
physics is that like charges repel each other, whereas opposite
charges attract. For example, if the inside of a cell has a net nega-
tive charge with respect to the outside, as is generally true, there
will be an electrical force attracting positive ions into the cell and
repelling negative ions. Even if no difference in ion concentration
existed across the membrane, there would still be a net movement
of positive ions into and negative ions out of the cell because of the
membrane potential. Consequently, the direction and magnitude
of ion fluxes across membranes depend on both the concentration
difference and the electrical difference (the membrane potential).
These two driving forces are considered together as a single, com-
bined electrochemical gradient across a membrane.

The two forces that make up the electrochemi-
cal gradient may in some cases oppose each other. For
example, the membrane potential may be driving K* in
one direction across the membrane while the concen-
tration difference for K is driving these ions in the
opposite direction. The net movement of K* in this case
would be determined by the relative magnitudes of the
two opposing forces—that is, by the electrochemical
gradient across the membrane.

Regulation of Diffusion Through Ion
Channels Ton channels can exist in an open or
closed state (Figure 4.7), and changes in a membrane’s
permeability to ions can occur rapidly as these channels
open or close. The process of opening and closing

Figure 4.5 Model of an ion channel composed of

five polypeptide subunits. Individual amino acids are
represented as beads. (a) A channel subunit consisting

of an integral membrane protein containing four
transmembrane segments (1, 2, 3, and 4), each of which
has an alpha-helical configuration within the membrane.
Although this model has only four transmembrane
segments, some channel proteins have as many as 12.

(b) The same subunit as in (a) shown in three dimensions
within the membrane, with the four transmembrane helices
aggregated together and shown as cylinders. (c) The ion
channel consists of five of the subunits illustrated in (b),
which form the sides of the channel. As shown in cross
section, the helical transmembrane segment 2 (light purple)
of each subunit forms each side of the channel opening.
The presence of ionized amino acid side chains along this
region determines the selectivity of the channel to ions.
Although this model shows the five subunits as identical,
many ion channels are formed from the aggregation of
several different types of subunit polypeptides.

PHYSIOLOGICAL INQUIRY

® [n Chapter 2, you learned that proteins have several
levels of structure. Which levels of structures are
evident in the drawing of the ion channel in this
figure?

Answer can be found at end of chapter.
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Extracellular fluid
_—— Plasma

membrane

Figure 4.6 The separation of electrical charge across a plasma
membrane (the membrane potential) provides the electrical force that
tends to drive positive ions (+) into a cell and negative ions (—) out.

ion channels is known as channel gating, like the opening and
closing of a gate in a fence. A single ion channel may open and
close many times each second, suggesting that the channel protein
fluctuates between these conformations. Over an extended period
of time, at any given electrochemical gradient, the total number of
ions that pass through a channel depends on how often the channel
opens and how long it stays open.

Three factors can alter the channel protein conformations,
producing changes in how long or how often a channel opens.
First, the binding of specific molecules to channel proteins
may directly or indirectly produce either an allosteric or cova-
lent change in the shape of the channel protein. A molecule that
binds to a protein like this is called a ligand (see Chapter 3). Such
channels are therefore termed ligand-gated ion channels, and
the ligands that influence them are often chemical messengers,
such as those released from the ends of neurons onto target cells.

Intracellular fluid

Channel proteins Lipid bilayer

".

i

Closed ion channel
Extracellular fluid

Open ion channel

Figure 4.7 As a result of conformational changes in the proteins
forming an ion channel, the channel may be open, allowing ions to
diffuse across the membrane, or may be closed. The conformational
change is grossly exaggerated for illustrative purposes. The actual
conformational change is more likely to be just sufficient to allow or
prevent an ion to fit through.
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Second, changes in the membrane potential can cause move-
ment of certain charged regions on a channel protein, altering its
shape—these are voltage-gated ion channels. Third, physically
deforming (stretching) the membrane may affect the conforma-
tion of some channel proteins—these are mechanically gated
ion channels.

A single type of ion may pass through several different types
of channels. For example, a membrane may contain ligand-gated
K" channels, voltage-gated K channels, and mechanically
gated K channels. The functions of these gated ion channels in
cell communication and electrical activity will be discussed in
Chapters 5 through 7.

4.2 Mediated-Transport Systems

A general principle of physiology is that controlled exchange of
materials occurs between compartments and across cellular mem-
branes. Although diffusion through gated ion channels accounts
for some of the controlled transmembrane movement of ions, it
does not account for all of it. Moreover, a number of other mol-
ecules, including amino acids and glucose, are able to cross mem-
branes yet are too polar to diffuse through the lipid bilayer and too
large to diffuse through channels. The passage of these molecules
and the nondiffusional movements of ions are mediated by inte-
gral membrane proteins known as transporters. The movement
of substances through a membrane by any of these mechanisms
is called mediated transport, which depends on conformational
changes in these transporters.

The transported solute must first bind to a specific site on
a transporter, a site exposed to the solute on one surface of the
membrane (Figure 4.8). A portion of the transporter then under-
goes a change in shape, exposing this same binding site to the
solution on the opposite side of the membrane. The dissociation
of the substance from the transporter binding site completes the
process of moving the material through the membrane. Using this
mechanism, molecules can move in either direction, getting on the
transporter on one side and off at the other. The diagram of the
transporter in Figure 4.8 is only a model, because the specific con-
formational changes of any transport protein are still uncertain.

Many of the characteristics of transporters and ion channels
are similar. Both involve membrane proteins and show chemical
specificity. They do, however, differ in the number of molecules or
ions crossing the membrane by way of these membrane proteins.
Ton channels typically move several thousand times more ions per
unit time than molecules moved by transporters. In part, this is
because a transporter must change its shape for each molecule
transported across the membrane, whereas an open ion channel
can support a continuous flow of ions without a change in con-
formation. Imagine, for example, how many more cars can move
over a bridge than can be shuttled back and forth by a ferry boat.

Many types of transporters are present in membranes,
each type having binding sites that are specific for a particular
substance or a specific class of related substances. For example,
although amino acids and sugars undergo mediated transport, a
protein that transports amino acids does not transport sugars, and
vice versa. Just as with ion channels, the plasma membranes of
different cells contain different types and numbers of transport-
ers; consequently, they exhibit differences in the types of sub-
stances transported and in their rates of transport.
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Four factors determine the magnitude of solute flux through
a mediated-transport system: (1) the solute concentration, (2) the
affinity of the transporters for the solute, (3) the number of trans-
porters in the membrane, and (4) the rate at which the conforma-
tional change in the transport protein occurs. The flux through
a mediated-transport system can be altered by changing any of
these four factors.

For any transported solute, a finite number of specific trans-
porters reside in a given membrane at any particular moment. As
with any binding site, as the concentration of the solute to be trans-
ported is increased, the number of occupied binding sites increases
until the transporters become saturated—that is, until all the bind-
ing sites are occupied. When the transporter binding sites are satu-
rated, the maximal flux across the membrane has been reached and
no further increase in solute flux will occur with increases in sol-
ute concentration. Contrast the solute flux resulting from mediated
transport with the flux produced by diffusion through the lipid por-
tion of a membrane (Figure 4.9). The flux due to diffusion increases
in direct proportion to the increase in extracellular concentration,
and there is no limit because diffusion does not involve binding
to a fixed number of sites. (At very high ion concentrations, how-
ever, diffusion through ion channels may approach a limiting value
because of the fixed number of channels available, just as an upper
limit determines the rate at which cars can move over a bridge.)

When transporters are saturated, however, the maximal
transport flux depends upon the rate at which the conformational
changes in the transporters can transfer their binding sites from
one surface to the other. This rate is much slower than the rate of
ion diffusion through ion channels.

Thus far, we have described mediated transport as though
all transporters had similar properties. In fact, two types of medi-
ated transport exist—facilitated diffusion and active transport.

Facilitated Diffusion

As in simple diffusion, in facilitated diffusion the net flux of a
molecule across a membrane always proceeds from higher to lower
concentration, or “downhill” across a membrane. The key differ-
ence between these two processes is that facilitated diffusion uses
a transporter to move solute, as in Figure 4.8. Net facilitated dif-
fusion continues until the concentrations of the solute on the two
sides of the membrane become equal. At this point, equal numbers
of molecules are binding to the transporter at the outer surface of

m Figure 4.8 Model of mediated
transport. A change in the conformation of the
transporter exposes the transporter binding site
first to one surface of the membrane then to

the other, thereby transferring the bound solute
from one side of the membrane to the other. This
model shows net mediated transport from the
extracellular fluid to the inside of the cell. In
many cases, the net transport is in the opposite
direction. The size of the conformational change
is exaggerated for illustrative purposes in this and
subsequent figures.

the cell and moving into the cell as are binding at the inner surface
and moving out. Neither simple diffusion nor facilitated diffusion
is directly coupled to energy (ATP) derived from metabolism. For
this reason, they are incapable of producing a net flux of solute
from a lower to a higher concentration across a membrane.
Among the most important facilitated-diffusion systems in
the body are those that mediate the transport of glucose across
plasma membranes. Without such glucose transporters, or GLUTs
as they are abbreviated, cells would be virtually impermeable to
glucose, which is a polar molecule. It might be expected that as
a result of facilitated diffusion the glucose concentration inside
cells would become equal to the extracellular concentration. This

Maximal flux

Flux into cell

Mediated transport

Extracellular solute concentration

Figure 4.9 The flux of molecules diffusing into a cell across

the lipid bilayer of a plasma membrane (green line) increases
continuously in proportion to the extracellular concentration, whereas
the flux of molecules through a mediated-transport system (purple
line) reaches a maximal value.

PHYSIOLOGICAL INQUIRY

® What might determine the value for maximal flux of a mediated-
transport system as shown here?

Answer can be found at end of chapter.
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does not occur in most cells, however, because glucose is metabo-
lized in the cytosol to glucose 6-phosphate almost as quickly as it
enters (refer back to Figure 3.42). Consequently, the intracellular
glucose concentration remains lower than the extracellular con-
centration, and there is a continuous net flux of glucose into cells.
In later chapters, you will learn that the number of GLUT mol-
ecules in the plasma membranes of many cells can be regulated by
the endocrine system. In this way, facilitated diffusion contributes
significantly to metabolic homeostasis.

Active Transport

Active transport differs from facilitated diffusion in that it uses
energy to move a substance uphill across a membrane—that is,
against the substance’s concentration gradient (Figure 4.10). As
with facilitated diffusion, active transport requires a substance to
bind to the transporter in the membrane. Because these transporters
move the substance uphill, they are often referred to as pumps. As
with facilitated-diffusion transporters, active-transport transporters
exhibit specificity and saturation—that is, the flux via the trans-
porter is maximal when all transporter binding sites are occupied.

The net movement of solute from lower to higher concentra-
tion and the maintenance of a higher steady-state concentration
on one side of a membrane can be achieved only with continu-
ous input of energy into the active-transport process. Two means
of coupling energy to transporters are known: (1) the direct use
of ATP in primary active transport, and (2) the use of an elec-
trochemical gradient across a membrane to drive the process in
secondary active transport.

Low concentration

High concentration

Membrane

Simple diffusion

Facilitated diffusion

Active transport

Figure 4.10 Direction of net solute flux crossing a membrane by
simple diffusion (high to low concentration), facilitated diffusion (high
to low concentration), and active transport (low to high concentration).
The colored circles represent transporter molecules.
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Primary Active Transport The hydrolysis of ATP by
a transporter provides the energy for primary active transport.
The transporter itself is an enzyme called ATPase that catalyzes
the breakdown of ATP and, in the process, phosphorylates itself.
Phosphorylation of the transporter protein is a type of covalent
modulation that changes the conformation of the transporter and
the affinity of the transporter’s solute binding site.

One of the best-studied examples of primary active transport
is the movement of sodium and potassium ions across plasma mem-
branes by the Na*/K*-ATPase pump. This transporter, which is
present in all cells, moves Na* from intracellular to extracellular
fluid, and K" in the opposite direction. In both cases, the movements
of the ions are against their respective concentration gradients.
Figure 4.11 illustrates the sequence the Na*/K"-ATPase pump is
believed to use to transport these two ions in opposite directions.
(1) Initially, the transporter, with an associated molecule of ATP,
binds three sodium ions at high-affinity sites on the intracellular
surface of the protein. Two binding sites also exist for K*, but at this
stage they are in a low-affinity state and therefore do not bind intra-
cellular K*. (2) Binding of Na™ results in activation of an inherent
ATPase activity of the transporter protein, causing phosphorylation
of the cytosolic surface of the transporter and releasing a molecule
of ADP. (3) Phosphorylation results in a conformational change of
the transporter, exposing the bound Na™ to the extracellular fluid
and, at the same time, reducing the affinity of the binding sites for
Na®. The Na* is released from its binding sites. (4) The new con-
formation of the transporter results in an increased affinity of the
two binding sites for K*, allowing two potassium ions to bind to the
transporter on the extracellular surface. (5) Binding of K results in
dephosphorylation of the transporter. This returns the transporter
to its original conformation, resulting in reduced affinity of the K*
binding sites and increased affinity of the Na* binding sites. K* is
therefore released into the intracellular fluid, allowing additional
Na* (and ATP) to be bound at the intracellular surface.

The pumping activity of the Na*/K*-ATPase primary active
transporter establishes and maintains the characteristic distribu-
tion of high intracellular K* and low intracellular Na™ relative to
their respective extracellular concentrations (Figure 4.12). For
each molecule of ATP hydrolyzed, this transporter moves three
sodium ions out of a cell and two potassium ions into a cell. This
results in a net transfer of positive charge to the outside of the cell;
therefore, this transport process is not electrically neutral and as
such plays a small role in the establishment of a cell’s membrane
potential (see Figure 4.6).

In addition to the Na*/K"-ATPase transporter, the major
primary active-transport proteins found in most cells are (1) Ca**-
ATPase; (2) H"-ATPase; and (3) H'/K"-ATPase. Together, the
activities of these and other active-transport systems account for a
significant share of the total energy usage of the human body. Ca"-
ATPase is found in the plasma membrane and several organelle
membranes, including the membranes of the endoplasmic reticu-
lum. In the plasma membrane, the direction of active Ca*" trans-
port is from cytosol to extracellular fluid. In organelle membranes,
it is from cytosol into the organelle lumen. Thus, active transport
of Ca®*" out of the cytosol, via Ca®> -ATPase, is one reason that
the cytosol of most cells has a very low Ca** concentration, about
107" mol/L, compared with an extracellular Ca** concentration
of 107* mol/L, 10,000 times greater. These transport mechanisms
help ensure intracellular Ca®* homeostasis, an important function
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m Figure 4.11 Active transport of Na* and K* mediated by the Na*/K*-ATPase pump. See text for the numbered sequence of events

occurring during transport.

because of the many physiological activities in cells that are regu-
lated by changes in Ca** concentration (for example, release of cell
secretions from storage vesicles into the extracellular fluid).

Extracellular fluid

Intracellular fluid
Na* 145 mM

+
Na* 15 mM K* 5 mM

K* 150 mM

ATP

Na*/K* -ATPase 3 Nat

m Figure 4.12 The primary active transport of sodium and
potassium ions in opposite directions by the Na™/K"-ATPase in plasma
membranes is responsible for the low Na* and high K* intracellular
concentrations. For each ATP hydrolyzed, three sodium ions move out
of a cell and two potassium ions move in.

H*-ATPase is in the plasma membrane and several organelle
membranes, including the inner mitochondrial and lysosomal mem-
branes. In the plasma membrane, H*-ATPase moves H" out of cells
and in this way helps maintain cellular pH. All enzymes in the body
require a narrow range of pH for optimal activity; consequently, this
active-transport process is vital for cell metabolism and survival.

H*/K"-ATPase is in the plasma membranes of numerous
cells, such as the acid-secreting cells in the stomach, where it pumps
one H out of the cell and moves one K" in for each molecule of
ATP hydrolyzed. The hydrogen ions enter the stomach lumen where
they have an important function in the digestion of proteins.

Secondary Active Transport In secondary active
transport, the movement of an ion down its electrochemical
gradient is coupled to the transport of another molecule, often an
organic nutrient like glucose or an amino acid. Thus, transporters
that mediate secondary active transport have two binding sites,
one for an ion—typically but not always Na”™—and another for
a second molecule. An example of such transport is shown in
Figure 4.13. In this example, the electrochemical gradient for
Na* is directed into the cell because of the higher concentration
of Na™ in the extracellular fluid and the excess negative charges
inside the cell. The other solute to be transported, however, must
move against its concentration gradient, uphill into the cell.

Movement of Molecules Across Cell Membranes 103



Low Na*/High solute  |ntracellular fluid

Transporter —&e ¥ .
protein X q".-".—ﬂ

£
'eeee

Hilut
"}%Lgo

charge

Solute to be
cotransported

Low Nat*/High solute

@ o
Excess . 0 .
= g = _ °_ _o_/_,_negative_\‘ ‘ .
-

.

High Na*/Low solute

m Figure 4.13 Secondary active-transport model. In this example, the binding of a sodium
ion to the transporter produces an allosteric increase in the affinity of the solute binding site at the
extracellular surface of the membrane. Binding of Na* and solute causes a conformational change in the
transporter that exposes the binding sites to the intracellular fluid. Na* diffuses down its electrochemical
gradient into the cell, which returns the solute binding site to a low-affinity state.

Intracellular fluid

Extracellular fluid

PHYSIOLOGICAL INQUIRY

Answer can be found at end of chapter.

® [s ATP hydrolyzed in the process of transporting solutes with secondary active transport?

This, in turn, would lead to a
failure of the secondary active-
transport systems that depend on
the Na® concentration gradient
for their source of energy.
Y W ) As noted earlier, the net
movement of Na™ by a secondary
{ ' J active-transport protein is always
I [ { from high extracellular concentra-
\}‘\ ) tion into the cell, where the concen-
C L tration of Na® is lower. Therefore,
in secondary active transport, the
@ oo movement of Na* is always down-
hill, whereas the net movement of
the actively transported solute on
the same transport protein is uphill,
moving from lower to higher con-
centration. The movement of the
actively transported solute can be
either into the cell (in the same
direction as Na®), in which case
it is known as cotransport, or out
of the cell (opposite the direction
of Na* movement), which is called
countertransport (Figure 4.14).
The terms symport and antiport are

High-affinity binding sites for Na® exist on the extracellular
surface of the transporter. Binding of Na* increases the affinity
of the binding site for the transported solute. The transporter
then undergoes a conformational change, which exposes both
binding sites to the intracellular side of the membrane. When the
transporter changes conformation, its affinity for Na* decreases,
and Na™ moves into the intracellular fluid by simple diffusion
down its electrochemical gradient. At the same time, the affinity
of the solute binding site decreases, which releases the solute
into the intracellular fluid. Once the transporter releases both
molecules, the protein assumes its original conformation. The
Na* is then actively transported back out of the cell by primary
active transport, so that the electrochemical gradient for Na™ is
maintained. The secondarily transported solute remains in the
cell. The most important distinction, therefore, between primary
and secondary active transport is that secondary active transport
uses the stored energy of an electrochemical gradient to move
both an ion and a second solute across a plasma membrane.
The creation and maintenance of the electrochemical gradient,
however, depend on the action of primary active transporters.
The creation of a Na* concentration gradient across the
plasma membrane by the primary active transport of Na* is
a means of indirectly “storing” energy that can then be used
to drive secondary active-transport pumps linked to Na*. Ulti-
mately, however, the energy for secondary active transport is
derived from metabolism in the form of the ATP that is used by
the Na*/K"-ATPase to create the Na* concentration gradient. If
the production of ATP were inhibited, the primary active trans-
port of Na* would cease and the cell would no longer be able
to maintain a Na* concentration gradient across the membrane.
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m Figure 4.14 Cotransport and countertransport during
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solute X move in the same direction during cotransport, but in opposite
directions during countertransport.



also used to refer to the processes of cotransport and countertrans-
port, respectively.

In summary, the distribution of substances between the
intracellular and extracellular fluid is often unequal (Table 4.1)

Composition of Extracellular

TABLE 4.1 and Intracellular Fluids
Extracellular Intracellular
Concentration Concentration
(mM) (mM)*

Na* 145 15

K* 5 150

Ca®* 1 0.0001

Mg** 1.5 12

ClI 100 7

HCO;~ 24 10

P, 2 40

Amino acids 2 8

Glucose 5.6 1

ATP 0 4

Protein 0.2 4

*The intracellular concentrations differ slightly from one tissue to another, depending on the expression of
plasma membrane ion channels and transporters. The intracellular concentrations shown in the table are
typical of most cells. For Ca*", values represent free concentrations. Total calcium levels, including the
portion sequestered by proteins or in organelles, approach 2.5 mM (extracellular) and 1.5 mM (intracellular).

due to the presence in the plasma membrane of primary and
secondary active transporters, ion channels, and the membrane
potential. Table 4.2 provides a summary of the major characteris-
tics of the different pathways by which substances move through
cell membranes, whereas Figure 4.15 illustrates the variety of
commonly encountered channels and transporters associated with
the movement of substances across a typical plasma membrane.
Not included in Table 4.2 is the mechanism by which water
moves across membranes. The special case whereby this polar
molecule moves between body fluid compartments is covered next.

4.3 Osmosis

Water is a polar molecule and yet it diffuses across the plasma
membranes of most cells very rapidly. This process is mediated
by a family of membrane proteins known as aquaporins that form
channels through which water can diffuse. The type and number of
these water channels differ in different membranes. Consequently,
some cells are more permeable to water than others. Furthermore, in
some cells, the number of aquaporin channels—and, therefore, the
permeability of the membrane to water—can be altered in response
to various signals. This is especially important in the epithelial
cells that line certain ducts in the kidneys. As you will learn in
Chapter 14, one of the major functions of the kidneys is to regulate
the amount of water that gets excreted in the urine; this helps keep
the total amount of water in the body fluid compartments homeo-
static. The epithelial cells of the kidney ducts contain numerous
aquaporins that can be increased or decreased in number depend-
ing on the water balance of the body at any time. For example, in
an individual who is dehydrated, the numbers of aquaporins in the
membranes of the kidney epithelial cells will increase; this will per-
mit additional water to move from the urine that is being formed
in the kidney ducts back into the blood. That is why the volume of
urine decreases whenever an individual becomes dehydrated.

TABLE 4.2 Major Characteristics of Pathways by Which Substances Cross Membranes

Diffusion Mediated Transport
Through Lipid Through Protein Facilitated Primary Active Secondary Active
Bilayer Channel Diffusion Transport Transport
Direction of net flux High to low High to low High to low Low to high Low to high
concentration concentration concentration concentration concentration
Equilibrium or steady state C,=C; C,=C* C,=(C; C,#* C; C,#* C;
Use of integral membrane No Yes Yes Yes Yes
protein
Maximal flux at high No No Yes Yes Yes
concentration (saturation)
Chemical specificity No Yes Yes Yes Yes
Use of energy and source No No No Yes: ATP Yes: ion gradient
(often Na*)
Typical molecules using Nonpolar: Ions: Polar: glucose Ions: Polar: amino acids,
pathway 0,, CO,, fatty Na®, K, Ca>" Na®, K", Ca*", H" glucose, some ions
acids

*In the presence of a membrane potential, the intracellular and extracellular ion concentrations will not be equal at equilibrium.
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Figure 4.15 Movement of solutes across a typical plasma membrane
involving membrane proteins. A specialized cell may contain additional
transporters and channels not shown in this figure. Many of these membrane
proteins can be modulated by various signals, leading to a controlled increase
or decrease in specific solute fluxes across the membrane. The stoichiometry of
cotransporters is not shown.
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PHYSIOLOGICAL INQUIRY

® This figure summarizes several of the many types of transporters in the
cells of the human body. List a few ways in which the variety of transport
mechanisms shown here relate to the general principle of physiology that
homeostasis is essential for health and survival.

Answer can be found at end of chapter.

The net diffusion of water across a membrane is called
osmosis. As with any diffusion process, a concentration differ-
ence must be present in order to produce a net flux. How can a dif-
ference in water concentration be established across a membrane?

The addition of a solute to water decreases the concentration
of water in the solution compared to the concentration of pure water.
For example, if a solute such as glucose is dissolved in water, the
concentration of water in the resulting solution is less than that of
pure water. A given volume of a glucose solution contains fewer
water molecules than an equal volume of pure water because each
glucose molecule occupies space formerly occupied by a water mole-
cule (Figure 4.16). In quantitative terms, a liter of pure water weighs
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Figure 4.16 The addition of solute molecules to pure water lowers
the water concentration in the solution.
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about 1000 g, and the molecular weight of water is 18. Thus, the
concentration of water molecules in pure water is 1000/18 = 55.5 M.
The decrease in water concentration in a solution is approximately
equal to the concentration of added solute. In other words, one solute
molecule will displace one water molecule. The water concentration
in a 1 M glucose solution is therefore approximately 54.5 M rather
than 55.5 M. Just as adding water to a solution will dilute the solute,
adding solute to water will “dilute” the water. The greater the solute
concentration, the lower the water concentration.

The degree to which the water concentration is decreased by
the addition of solute depends upon the number of particles (mol-
ecules or ions) of solute in solution (the solute concentration) and not
upon the chemical nature of the solute. For example, 1 mol of glu-
cose in 1 L of solution decreases the water concentration to the same
extent as does 1 mol of an amino acid, or 1 mol of urea, or 1 mol of
any other molecule that exists as a single particle in solution. On the
other hand, a molecule that ionizes in solution decreases the water
concentration in proportion to the number of ions formed. For exam-
ple, many simple salts dissociate nearly completely in water. For
simplicity’s sake, we will assume the dissociation is 100% at body
temperature and at concentrations found in the blood. Therefore,
1 mol of sodium chloride in solution gives rise to 1 mol of sodium
ions and 1 mol of chloride ions, producing 2 mol of solute particles.
This decreases the water concentration twice as much as 1 mol of
glucose. By the same reasoning, if a 1 M MgCl, solution were to dis-
sociate completely, it would decrease the water concentration three
times as much as would a 1 M glucose solution.

Because the water concentration in a solution depends upon
the number of solute particles, it is useful to have a concentration
term that refers to the total concentration of solute particles in a
solution, regardless of their chemical composition. The total solute
concentration of a solution is known as its osmolarity. One osmol
is equal to 1 mol of solute particles. Therefore, a 1 M solution of
glucose has a concentration of 1 Osm (1 osmol per liter), whereas
a 1 M solution of NaCl contains 2 osmol of solute per liter of solu-
tion. A liter of solution containing 1 mol of glucose and 1 mol of
NaCl has an osmolarity of 3 Osm. A solution with an osmolarity



of 3 Osm may contain 1 mol of glucose and 1 mol of NaCl, or
3 mol of glucose, or 1.5 mol of NaCl, or any other combination of
solutes as long as the total solute concentration is equal to 3 Osm.

Although osmolarity refers to the concentration of solute
particles, it also determines the water concentration in the solution
because the higher the osmolarity, the lower the water concentra-
tion. The concentration of water in any two solutions having the
same osmolarity is the same because the total number of solute
particles per unit volume is the same.

Let us now apply these principles governing water con-
centration to osmosis of water across membranes. Figure 4.17
shows two 1 L compartments separated by a membrane perme-
able to both solute and water. Initially, the concentration of solute
is 2 Osm in compartment 1 and 4 Osm in compartment 2. This
difference in solute concentration means there is also a difference
in water concentration across the membrane: 53.5 M in compart-
ment 1 and 51.5 M in compartment 2. Therefore, a net diffusion
of water from the higher concentration in compartment 1 to the
lower concentration in compartment 2 will take place, and a net
diffusion of solute in the opposite direction, from 2 to 1. When
diffusion equilibrium is reached, the two compartments will have
identical solute and water concentrations, 3 Osm and 52.5 M,
respectively. One mol of water will have diffused from compart-
ment 1 to compartment 2, and 1 mol of solute will have diffused
from 2 to 1. Because 1 mol of solute has replaced 1 mol of water in
compartment 1, and vice versa in compartment 2, no change in the
volume occurs for either compartment.
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BPIR Figure 4.17 Between two compartments of equal volume,
the net diffusion of water and solute across a membrane permeable

to both leads to diffusion equilibrium of both, with no change in the
volume of either compartment. (For clarity, not all water molecules are
shown here or in Figure 4.18.)

If the membrane is now replaced by one permeable to water
but impermeable to solute (Figure 4.18), the same concentrations
of water and solute will be reached at equilibrium as before, but a
change in the volumes of the compartments will also occur. Water
will diffuse from 1 to 2, but there will be no solute diffusion in the
opposite direction because the membrane is impermeable to sol-
ute. Water will continue to diffuse into compartment 2, therefore,
until the water concentrations on the two sides become equal. The
solute concentration in compartment 2 decreases as it is diluted
by the incoming water, and the solute in compartment 1 becomes
more concentrated as water moves out. When the water reaches
diffusion equilibrium, the osmolarities of the compartments will
be equal; therefore, the solute concentrations must also be equal.
To reach this state of equilibrium, enough water must pass from
compartment 1 to 2 to increase the volume of compartment 2 by
one-third and decrease the volume of compartment 1 by an equal
amount. Note that it is the presence of a membrane impermeable
to solute that leads to the volume changes associated with osmosis.

The two compartments in our example were treated as if they
were infinitely expandable, so the net transfer of water did not cre-
ate a pressure difference across the membrane. In contrast, if the
walls of compartment 2 in Figure 4.18 had only a limited capacity to
expand, as occurs across plasma membranes, the movement of water
into compartment 2 would increase the pressure in compartment 2,
which would oppose further net water entry. Thus, the movement
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m Figure 4.18 The movement of water across a membrane
that is permeable to water but not to solute leads to an equilibrium state
involving a change in the volumes of the two compartments. In this
case, a net diffusion of water (0.33 L) occurs from compartment 1 to

2. (We will assume that the membrane in this example stretches as the
volume of compartment 2 increases so that no significant change in
compartment pressure occurs.)
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of water into compartment 2 can be prevented by the application of
pressure to compartment 2. This leads to an important definition.
When a solution containing solutes is separated from pure water
by a semipermeable membrane (a membrane permeable to water
but not to solutes), the pressure that must be applied to the solution
to prevent the net flow of water into it is known as the osmotic
pressure of the solution. The greater the osmolarity of a solution,
the greater the osmotic pressure. It is important to recognize that
osmotic pressure does not push water molecules into a solution.
Rather, it represents the amount of pressure that would have to be
applied to a solution to prevent the net flow of water into the solu-
tion. Like osmolarity, the osmotic pressure associated with a solu-
tion is a measure of the solution’s water concentration—the lower
the water concentration, the higher the osmotic pressure.

Extracellular Osmolarity and Cell Volume

We can now apply the principles learned about osmosis to cells,
which meet all the criteria necessary to produce an osmotic flow of
water across a membrane. Both the intracellular and extracellular flu-
ids contain water, and cells are encased by a membrane that is very
permeable to water but impermeable to many substances. Substances
that cannot cross the plasma membrane are called nonpenetrating
solutes; that is, they do not penetrate through the lipid bilayer.

Most of the extracellular solute particles are sodium and
chloride ions, which can diffuse into the cell through ion channels
in the plasma membrane or enter the cell during secondary active
transport. As we have seen, however, the plasma membrane con-
tains Na*/K"-ATPase pumps that actively move Na™ out of the cell.
Therefore, Na* moves into cells and is pumped back out, behaving
as if it never entered in the first place. For this reason, extracellular
Na* behaves as a nonpenetrating solute. Any chloride ions that enter
cells are also removed as quickly as they enter, due to the electrical
repulsion generated by the membrane potential and the action of
various transporters. Like Na*, therefore, extracellular chloride ions
behave as if they were nonpenetrating solutes.

Intracellular fluid 300 mOsm
nonpenetrating solutes

Normal cell volume

Inside the cell, the major solute particles are K" and a num-
ber of organic solutes. Most of the latter are large polar molecules
unable to diffuse through the plasma membrane. Although K* can
diffuse out of a cell through K* channels, it is actively transported
back by the Na*/K"-ATPase pump. The net effect, as with extra-
cellular Na* and Cl17, is that K™ behaves as if it were a nonpen-
etrating solute, but in this case one confined to the intracellular
fluid. Therefore, Na* and C1~ outside the cell and K* and organic
solutes inside the cell behave as nonpenetrating solutes on the two
sides of the plasma membrane.

The osmolarity of the extracellular fluid is normally in the
range of 285-300 mOsm (we will round off to a value of 300 for
the rest of this text unless otherwise noted). Because water can dif-
fuse across plasma membranes, water in the intracellular and extra-
cellular fluids will come to diffusion equilibrium. At equilibrium,
therefore, the osmolarities of the intracellular and extracellular fluids
are the same—approximately 300 mOsm. Changes in extracellular
osmolarity can cause cells, such as the red blood cells shown in the
chapter-opening photo, to shrink or swell as water molecules move
across the plasma membrane.

If cells with an intracellular osmolarity of 300 mOsm are
placed in a solution of nonpenetrating solutes having an osmolar-
ity of 300 mOsm, they will neither swell nor shrink because the
water concentrations in the intracellular and extracellular fluids
are the same, and the solutes cannot leave or enter. Such solutions
are said to be isotonic (Figure 4.19), meaning any solution that
does not cause a change in cell size. Isotonic solutions have the
same concentration of nonpenetrating solutes as normal extracel-
lular fluid. By contrast, hypotonic solutions have a nonpenetrat-
ing solute concentration lower than that found in cells; therefore,
water moves by osmosis into the cells, causing them to swell. Simi-
larly, solutions containing greater than 300 mOsm of nonpenetrat-
ing solutes (hypertonic solutions) cause cells to shrink as water
diffuses out of the cell into the fluid with the lower water con-
centration. The concentration of nonpenetrating solutes in a solu-
tion, not the total osmolarity, determines its tonicity—isotonic,
hypotonic, or hypertonic. By contrast, solutes that readily diffuse
through lipid bilayers (penetrating solutes) do not contribute to the
tonicity of a solution. This is so because the concentrations of pen-
etrating solutes rapidly equilibrate across the membrane.

Another set of terms—isoosmotic, hypoosmotic, and
hyperosmotic—denotes the osmolarity of a solution relative to that
of normal extracellular fluid without regard to whether the solute is

AP|R] Figure 4.19 Changes in cell volume
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PHYSIOLOGICAL INQUIRY

® Blood volume must be restored in a person
who has lost large amounts of blood due to
serious injury. This is often accomplished
by infusing isotonic NaCl solution into
the blood. Why is this more effective
than infusing an isoosmotic solution of a
penetrating solute, such as urea?
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Isotonic solution
No change in cell volume

Hypotonic solution

Answer can be found at end of chapter.
Cell swells




Terms Referring to the Osmolarity

TABLE 4.3

and Tonicity of Solutions*

Isotonic A solution that does not cause a change in
cell volume; one that contains 300 mOsmol/L
of nonpenetrating solutes, regardless of the
concentration of membrane-penetrating

solutes present

A solution that causes cells to shrink; one
that contains greater than 300 mOsmol/L
of nonpenetrating solutes, regardless of the
concentration of membrane-penetrating
solutes present

Hypertonic

A solution that causes cells to swell; one
that contains less than 300 mOsmol/L of
nonpenetrating solutes, regardless of the
concentration of membrane-penetrating
solutes present

Hypotonic

Isoosmotic A solution containing 300 mOsmol/L of
solute, regardless of its composition of
membrane-penetrating and nonpenetrating

solutes

Hyperosmotic A solution containing greater than
300 mOsmol/L of solutes, regardless of its
composition of membrane-penetrating and

nonpenetrating solutes

Hypoosmotic A solution containing less than

300 mOsmol/L of solutes, regardless of its
composition of membrane-penetrating and
nonpenetrating solutes

*These terms are defined using an intracellular osmolarity of 300 mOsm, which is within the range for
human cells but not an absolute fixed number.

penetrating or nonpenetrating. The two sets of terms are therefore
not synonymous. For example, a 1 L solution containing 150 mOsm
each of nonpenetrating Na* and C1~ and 100 mOsm of urea, which
can rapidly cross plasma membranes, would have a total osmolarity
of 400 mOsm and would be hyperosmotic relative to a typical cell.
It would, however, also be an isotonic solution, producing no change
in the equilibrium volume of cells immersed in it. Initially, cells
placed in this solution would shrink as water moved into the extra-
cellular fluid. However, urea, as a penetrating solute, would quickly
diffuse into the cells and reach the same concentration as the urea
in the extracellular solution; consequently, both the intracellular
and extracellular solutions would soon reach the same osmolarity.
Therefore, at equilibrium, there would be no difference in the water
concentration across the membrane and thus no change in final
cell volume; this would be the case even though the extracellular
fluid would remain hyperosmotic relative to the normal value of
300 mOsm. Table 4.3 provides a comparison of the various terms
used to describe the osmolarity and tonicity of solutions.

4.4 Endocytosis and Exocytosis

In addition to diffusion and mediated transport, there is another
pathway by which substances can enter or leave cells, one that
does not require the molecules to pass through the structural
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AP|R} Figure 4.20 Endocytosis and exocytosis.

matrix of the plasma membrane. When sections of cells are
observed under an electron microscope, regions of the plasma
membrane can often be seen to have folded into the cell, forming
small pockets that pinch off to produce intracellular, membrane-
bound vesicles that enclose a small volume of extracellular fluid.
This process is known as endocytosis (Figure 4.20). The reverse
process, exocytosis, occurs when membrane-bound vesicles in the
cytoplasm fuse with the plasma membrane and release their con-
tents to the outside of the cell (see Figure 4.20).

Endocytosis

Three common types of endocytosis may occur in a cell. These
are pinocytosis (“cell drinking”), phagocytosis (“cell eating”), and
receptor-mediated endocytosis (Figure 4.21).

Pinocytosis In pinocytosis, also known as fluid
endocytosis, an endocytotic vesicle encloses a small volume
of extracellular fluid. This process is nonspecific because the
vesicle simply engulfs the water in the extracellular fluid along
with whatever solutes are present. These solutes may include
ions, nutrients, or any other small extracellular molecule. Large
macromolecules, other cells, and cell debris do not normally enter
a cell via this process.

Phugocytosis In phagocytosis, cells engulf bacteria or
large particles such as cell debris from damaged tissues. In this
form of endocytosis, extensions of the plasma membrane called
pseudopodia fold around the surface of the particle, engulfing it
entirely. The pseudopodia, with their engulfed contents, then fuse
into large vesicles called phagosomes that are internalized into
the cell. Phagosomes migrate to and fuse with lysosomes in the
cytoplasm, and the contents of the phagosomes are then destroyed
by lysosomal enzymes and other molecules. Whereas most cells
undergo pinocytosis, only a few special types of cells, such as
those of the immune system (Chapter 18), carry out phagocytosis.

Receptor-Mediated Endocytosis In  contrast  to
pinocytosis and phagocytosis, most cells have the capacity to
specifically take up molecules that are important for cellular
function or structure. In receptor-mediated endocytosis, certain
molecules in the extracellular fluid bind to specific proteins on the
outer surface of the plasma membrane. These proteins are called
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E’B Figure 4.21 Pinocytosis, phagocytosis, and receptor-mediated endocytosis. (a) In pinocytosis, solutes and water are nonspecifically
brought into the cell from the extracellular fluid via endocytotic vesicles. (b) In phagocytosis, specialized cells form extensions of the plasma
membrane called pseudopodia, which engulf bacteria or other large objects such as cell debris. The vesicles that form fuse with lysosomes, which
contain enzymes and other molecules that destroy the vesicle contents. (c) In receptor-mediated endocytosis, a cell recognizes a specific extracellular
ligand that binds to a plasma membrane receptor. The binding triggers endocytosis. In the example shown here, the ligand-receptor complexes are
internalized via clathrin-coated vesicles, which merge with endosomes (for simplicity, adapter proteins are not shown). Ligands may be routed to the
Golgi apparatus for further processing, or to lysosomes. The receptors are typically recycled to the plasma membrane.

receptors, and each one recognizes one ligand with high affinity
(see Section C of Chapter 3 for a discussion of ligand—protein
interactions). In one form of receptor-mediated endocytosis,
the receptor undergoes a conformational change when it binds
a ligand. Through a series of steps, a cytosolic protein called
clathrin is recruited to the plasma membrane. A class of proteins
called adaptor proteins links the ligand-receptor complex to
clathrin. The entire complex then forms a cagelike structure that
leads to the aggregation of ligand-bound receptors into a localized
region of membrane, forming a depression, or clathrin-coated
pit, which then invaginates and pinches off to form a clathrin-
coated vesicle. By localizing ligand-receptor complexes to discrete
patches of plasma membrane prior to endocytosis, cells may
obtain concentrated amounts of ligands without having to engulf
large amounts of extracellular fluid from many different sites
along the membrane. Receptor-mediated endocytosis, therefore,
leads to a selective concentration in the endocytotic vesicle of a
specific ligand bound to one type of receptor.

Once an endocytotic vesicle pinches off from the plasma
membrane in receptor-mediated endocytosis, the clathrin coat is
removed and clathrin proteins are recycled back to the membrane.
The vesicles then have several possible fates, depending upon the
cell type and the ligand that was engulfed. Some vesicles fuse with
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the membrane of an intracellular organelle, adding the contents of
the vesicle to the lumen of that organelle. Other endocytotic vesicles
pass through the cytoplasm and fuse with the plasma membrane on
the opposite side of the cell, releasing their contents to the extracel-
lular space. This provides a pathway for the transfer of large mol-
ecules, such as proteins, across the layers of cells that separate two
fluid compartments in the body (for example, the blood and inter-
stitial fluid). A similar process allows small amounts of macromol-
ecules to move across the intestinal epithelium.

Most endocytotic vesicles fuse with a series of intracellular
vesicles and tubular elements known as endosomes (Chapter 3),
which lie between the plasma membrane and the Golgi apparatus.
Like the Golgi apparatus, the endosomes perform a sorting func-
tion, distributing the contents of the vesicle and its membrane to
various locations. Some of the contents of endocytotic vesicles
are passed from the endosomes to the Golgi apparatus, where the
ligands are modified and processed. Other vesicles fuse with lyso-
somes, organelles that contain digestive enzymes that break down
large molecules such as proteins, polysaccharides, and nucleic
acids. The fusion of endosomal vesicles with the lysosomal mem-
brane exposes the contents of the vesicle to these digestive enzymes.
Finally, in many cases, the receptors that were internalized with the
vesicle get recycled back to the plasma membrane.



Potocytosis Another fate of endocytotic vesicles is seen in a
special type of receptor-mediated endocytosis called potocytosis.
Potocytosis is similar to other types of receptor-mediated
endocytosis in that an extracellular ligand typically binds to a plasma
membrane receptor, initiating formation of an intracellular vesicle. In
potocytosis, however, the ligands appear to be primarily restricted to
low-molecular-weight molecules such as certain vitamins, but have
also been found to include the lipoprotein complexes just described.
Potocytosis differs from clathrin-dependent, receptor-mediated
endocytosis in the fate of the endocytotic vesicle. In potocytosis, tiny
vesicles called caveolae (singular, caveola, “little cave”) pinch off
from the plasma membrane and deliver their contents directly to the
cell cytosol rather than merging with lysosomes or other organelles.
The small molecules within the caveolae may diffuse into the cytosol
via channels or be transported by carriers. Although their functions
are still being actively investigated, caveolae have been implicated
in a variety of important cellular functions, including cell signaling,
transcellular transport, and cholesterol homeostasis.

Each episode of endocytosis removes a small portion of the
membrane from the cell surface. In cells that have a great deal of
endocytotic activity, more than 100% of the plasma membrane may
be internalized in an hour, yet the membrane surface area remains
constant. This is because the membrane is replaced at about the
same rate by vesicle membrane that fuses with the plasma mem-
brane during exocytosis. Some of the plasma membrane proteins
taken into the cell during endocytosis are stored in the membranes
of endosomes and, upon receiving the appropriate signal, can be
returned to fuse with the plasma membrane during exocytosis.

Exocytosis

Exocytosis performs two functions for cells: (1) It provides a way
to replace portions of the plasma membrane that endocytosis has
removed and, in the process, a way to add new membrane com-
ponents as well; and (2) it provides a route by which membrane-
impermeable molecules (such as protein hormones) that the cell
synthesizes can be secreted into the extracellular fluid.

How does the cell package substances that are to be secreted
by exocytosis into vesicles? Chapter 3 described the entry of newly
formed proteins into the lumen of the endoplasmic reticulum and
the protein’s processing through the Golgi apparatus. From the
Golgi apparatus, the proteins to be secreted travel to the plasma
membrane in vesicles from which they can be released into the
extracellular fluid by exocytosis. In some cases, substances enter
vesicles via mediated transporters in the vesicle membrane.

The secretion of substances by exocytosis is triggered in
most cells by stimuli that lead to an increase in cytosolic Ca**
concentration in the cell. As will be described in Chapters 5 and 6,
these stimuli open Ca** channels in the plasma membrane and/or
the membranes of intracellular organelles. The resulting increase
in cytosolic Ca** concentration activates proteins required for the
vesicle membrane to fuse with the plasma membrane and release
the vesicle contents into the extracellular fluid. Material stored in
secretory vesicles is available for rapid secretion in response to
a stimulus, without delays that might occur if the material had
to be synthesized after the stimulus arrived. Exocytosis is the
mechanism by which most neurons communicate with each other
through the release of neurotransmitters stored in secretory vesi-
cles that merge with the plasma membrane. It is also a major way

in which many types of hormones are released from endocrine
cells into the extracellular fluid.

Cells that actively undergo exocytosis recover bits of mem-
brane via a process called compensatory endocytosis. This process,
the mechanisms of which are still uncertain but that may involve
both clathrin- and non-clathrin-mediated events, restores membrane
material to the cytoplasm that can be made available for the forma-
tion of new secretory vesicles. It also helps prevent the plasma mem-
brane’s unchecked expansion.

4.5 Epithelial Transport

As described in Chapter 1, epithelial cells line hollow organs or
tubes and regulate the absorption or secretion of substances across
these surfaces. One surface of an epithelial cell generally faces a
hollow or fluid-filled tube or chamber, and the plasma membrane
on this side is referred to as the apical membrane (also known
as the luminal membrane) (refer back to Figures 1.2 and 3.9). The
plasma membrane on the opposite surface, which is usually adja-
cent to a network of blood vessels, is referred to as the basolateral
membrane (also known as the serosal membrane).

The two pathways by which a substance can cross a layer
of epithelial cells are (1) the paracellular pathway, in which dif-
fusion occurs between the adjacent cells of the epithelium; and
(2) the transcellular pathway, in which a substance moves info
an epithelial cell across either the apical or basolateral membrane,
diffuses through the cytosol, and exits across the opposite mem-
brane (Figure 4.22). Diffusion through the paracellular pathway
is limited by the presence of tight junctions between adjacent cells,
because these junctions form a seal around the apical end of the
epithelial cells (Chapter 3). Although small ions and water can dif-
fuse to some degree through tight junctions, the amount of paracel-
lular diffusion is limited by the tightness of the junctional seal and
the relatively small area available for diffusion.

During transcellular transport, the movement of molecules
through the plasma membranes of epithelial cells occurs via the
pathways (diffusion and mediated transport) already described
for movement across membranes. However, the transport and

Lumen side Epithelial cell Blood side
Tight junction ) Basolateral
membranes
/'\ 8
Transcellular >
pathway
— Apical membrane

Paracellular <

pathway
Blood —
vessel

Figure 4.22 The two major routes by which water and solutes
move across an epithelium, shown here as moving from the lumen of a
tube or hollow chamber into the blood.
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permeability characteristics of the apical and basolateral mem-
branes are not the same. These two membranes often contain
different ion channels and different transporters for mediated
transport. As a result of these differences, substances can undergo
a net movement from a low concentration on one side of an epithe-
lium to a higher concentration on the other side. Examples include
the absorption of material from the gastrointestinal tract into the
blood, the movement of substances between the kidney tubules
and the blood during urine formation, and the secretion of ions
and water by glands such as sweat glands.

Figure 4.23 and Figure 4.24 illustrate two examples of
active transport across an epithelium. Na* is actively transported
across most epithelia from lumen to blood side. In our example,
the movement of Na* from the lumen into the epithelial cell
occurs by diffusion through Na* channels in the apical membrane
(see Figure 4.23). Na* diffuses into the cell because the intracellu-
lar concentration of Na™ is kept low by the active transport of Na*
back out of the cell across the basolateral membrane on the oppo-
site side, where all of the Na*/K"-ATPase pumps are located. In
other words, Na™ moves downhill into the cell and then uphill out
of it. The net result is that Na™ can be moved via the transcellular
pathway from lower to higher concentration across the epithelium.

@ Epithelial cell )

ATP

C =
3 Na*
Na* Na* -
2 K+
Sodium Na*/K*-
ADP-
channel ATPase
pump
Blood ——
L Y, vessel
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Figure 4.23 Active transport of Na* across an epithelial cell. The
transepithelial transport of Na* always involves primary active transport
out of the cell across one of the plasma membranes, typically via an Na*/
K*-ATPase pump as shown here. The movement of Na™ into the cell
across the plasma membrane on the opposite side is always downhill.
Sometimes, as in this example, it is by diffusion through Na™ channels,
whereas in other epithelia this downhill movement occurs through a
secondary active transporter. Shown below the cell is the concentration
profile of the transported solute across the epithelium.

PHYSIOLOGICAL INQUIRY

B What would happen in this situation if the cell’s ATP supply
decreased significantly?

Answer can be found at end of chapter.
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Figure 4.24 The transepithelial transport of most organic solutes
(X) involves their movement into a cell through a secondary active
transport driven by the downhill flow of Na*. The organic substance
then moves out of the cell at the blood side down a concentration
gradient by means of facilitated diffusion. Shown below the cell is the
concentration profile of the transported solute across the epithelium.

Figure 4.24 illustrates the active absorption of organic mol-
ecules across an epithelium, again by a transcellular pathway. In
this case, the entry of an organic molecule X across the apical
plasma membrane occurs via a secondary active transporter linked
to the downhill movement of Na* into the cell. In the process, X
moves from a lower concentration in the luminal fluid to a higher
concentration in the cell. The substance exits across the basolat-
eral membrane by facilitated diffusion, which moves the material
from its higher concentration in the cell to a lower concentration
in the extracellular fluid on the blood side. The concentration of
the substance may be considerably higher on the blood side than
in the lumen because the blood-side concentration can approach
equilibrium with the high intracellular concentration created by
the apical membrane entry step.

Although water is not actively transported across cell mem-
branes, net movement of water across an epithelium can occur by
osmosis as a result of the active transport of solutes, notably Na™,
across the epithelium. The active transport of Na*, as previously
described, results in a decrease in the Na* concentration on one side of
an epithelial layer (the luminal side in our example) and an increase on
the other. These changes in solute concentration are accompanied by
changes in the water concentration on the two sides because a change
in solute concentration, as we have seen, produces a change in water
concentration. The water concentration difference will cause water
to move by osmosis from the low-Na™ side to the high-Na™ side of
the epithelium (Figure 4.25). Therefore, net movement of solute
across an epithelium is accompanied by a flow of water in the
same direction. As you will learn in Chapter 14, this is a major
way in which epithelial cells of the kidney absorb water from the
urine back into the blood. It is also the major way in which water
is absorbed from the intestines into the blood (Chapter 15).



Lumen side Epithelial cell Blood side a. Thc.z l?inding sites on transporters exhibit chemical specificity,
- Tight junction— - affinity, ar.1d saturation. .
Basolateral b. The magnitude of the flux through a mediated-transport system
H,O % H,0 membranes depends on the degree of transporter saturation, the number
= of transporters in the membrane, and the rate at which the
ATP conformational change in the transporter occurs.
3 Na* II. Facilitated diffusion is a mediated-transport process that moves
Na* _'_> Na* molecules from higher to lower concentrations across a membrane
Apical 2 K* by means of a transporter until the two concentrations become
membrane ADP equal. Metabolic energy is not required for this process.
S ;EE III. Active transport is a mediated-transport process that moves
H,0 H,0 H,0 molecules against an electrochemical gradient across a membrane
@ gz by means of a transporter and an input of energy.
H,0 H,0 Blood — a. Primary active transport uses the phosphorylation of the
vessel transporter by ATP to drive the transport process.
Tight junction 1 b. Secondary active transport uses the binding of ions (often Na*)
to the transporter to drive the secondary-transport process.
c. In secondary active transport, the downhill flow of an ion
Figure 4.25 Net movements of water across an epithelium are is linked to the uphill movement of a second solute either in
dependent on net solute movements. The active transport of Na* the same direction as the ion (cotransport) or in the opposite
across the cells and into the surrounding interstitial spaces produces direction of the ion (countertransport).

an elevated osmolarity in this region and a decreased osmolarity in the
lumen. This leads to the osmotic flow of water across the epithelium

in the same direction as the net solute movement. The water diffuses
through aquaporins in the membrane (transcellular pathway) and across
the tight junctions between the epithelial cells (paracellular pathway).

Osmosis
I. Water crosses membranes by (a) diffusing through the lipid bilayer,
and (b) diffusing through protein channels in the membrane.
II. Osmosis is the diffusion of water across a membrane from a
region of higher water concentration to a region of lower water
concentration. The osmolarity—total solute concentration in a

PHYSIOLOGICAL INQUIRY solution—determines the water concentration: The higher the

osmolarity of a solution, the lower the water concentration.

III. Osmosis across a membrane that is permeable to water but impermeable

to solute leads to an increase in the volume of the compartment on
the side that initially had the higher osmolarity, and a decrease in the

Answer can be found at end of chapter. volume on the side that initially had the lower osmolarity.

IV. Application of sufficient pressure to a solution will prevent the

osmotic fl'ow of Wate.r into the solution from a compartment of pure

water. This pressure is called the osmotic pressure. The greater the

Diffusion osmolarity of a solution, the greater its osmotic pressure. Net water
movement occurs from a region of lower osmotic pressure to one of
higher osmotic pressure.

V. The osmolarity of the extracellular fluid is about 300 mOsm.
Because water comes to diffusion equilibrium across cell
membranes, the intracellular fluid has an osmolarity equal to that
of the extracellular fluid.

a. Na' and CI™ are the major effectively nonpenetrating solutes in
the extracellular fluid; K™ and various organic solutes are the
major effectively nonpenetrating solutes in the intracellular fluid.

b. Table 4.3 lists the terms used to describe the osmolarity and
tonicity of solutions containing different compositions of
penetrating and nonpenetrating solutes.

® A general principle of physiology is that structure is a determinant
of—and has coevolved with—function. What features of epithelial
cells shown in this figure lend support to that principle?

I. Simple diffusion is the movement of molecules from one location
to another by random thermal motion.
a. The net flux between two compartments always proceeds from
higher to lower concentrations.
b. Diffusion equilibrium is reached when the concentrations of the
diffusing substance in the two compartments become equal.
II. The magnitude of the net flux J across a membrane is directly
proportional to the concentration difference across the membrane
C, — C,, the surface area of the membrane A, and the membrane
permeability coefficient P.
III. Nonpolar molecules diffuse through the hydrophobic portions of
membranes much more rapidly than do polar or ionized molecules

because nonpolar molecules can dissolve in the fatty acyl tails in Endocytosis and Exocytosis
the lipid bilayer. I. During endocytosis, regions of the plasma membrane invaginate
IV. Tons diffuse across membranes by passing through ion channels and pinch off to form vesicles that enclose a small volume of

formed by integral membrane proteins. extracellular material.

a. The diffusion of ions across a membrane depends on both the a. The three classes of endocytosis are (i) fluid endocytosis, (ii)
concentration gradient and the membrane potential. phagocytosis, and (iii) receptor-mediated endocytosis.

b. The flux of ions across a membrane can be altered by opening b. Most endocytotic vesicles fuse with endosomes, which in turn
or closing ion channels. transfer the vesicle contents to lysosomes for digestion by

Mediated-Transport Systems lysosomal enzymes.

c. Potocytosis is a special type of receptor-mediated endocytosis
in which vesicles called caveolae deliver their contents directly
to the cytosol.

II. Exocytosis, which occurs when intracellular vesicles fuse with the
plasma membrane, provides a means of adding components to the

I. The mediated transport of molecules or ions across a membrane
involves binding the transported solute to a transporter protein in
the membrane. Changes in the conformation of the transporter
move the binding site to the opposite side of the membrane, where
the solute dissociates from the protein.
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plasma membrane and a route by which membrane-impermeable
molecules, such as proteins the cell synthesizes, can be released
into the extracellular fluid.

Epithelial Transport

L

1L

111

Molecules can cross an epithelial layer of cells by two pathways:
(a) through the extracellular spaces between the cells—the
paracellular pathway; and (b) through the cell, across both the
apical and basolateral membranes as well as the cell’s cytoplasm—
the transcellular pathway.

In epithelial cells, the permeability and transport characteristics of
the apical and basolateral plasma membranes differ, resulting in the
ability of cells to actively transport a substance between the fluid
on one side of the cell and the fluid on the opposite side.

The active transport of Na* through an epithelium increases the
osmolarity on one side of the cell and decreases it on the other, causing
water to move by osmosis in the same direction as the transported Na™.

REVIEW QUESTIONS

1.

2.

10.

11.
12.

CHAPTER 4

114

What determines the direction in which net diffusion of a nonpolar
molecule will occur?

In what ways can the net solute flux between two compartments
separated by a permeable membrane be increased?

. Why are membranes more permeable to nonpolar molecules than

to most polar and ionized molecules?

. Ions diffuse across cell membranes by what pathway?
. When considering the diffusion of ions across a membrane, what

driving force, in addition to the ion concentration gradient, must be
considered?

. Describe the mechanism by which a transporter of a mediated-

transport system moves a solute from one side of a membrane to
the other.

. What determines the magnitude of flux across a membrane in a

mediated-transport system?

What characteristics distinguish simple diffusion from facilitated
diffusion?

What characteristics distinguish facilitated diffusion from active
transport?

Describe the direction in which sodium ions and a solute
transported by secondary active transport move during cotransport
and countertransport.

How can the concentration of water in a solution be decreased?

If two solutions with different osmolarities are separated by a
water-permeable membrane, why will a change occur in the
volumes of the two compartments if the membrane is impermeable
to the solutes but no change in volume will occur if the membrane
is permeable to solutes?

A 22-year-old, 102-pound (46.4 kg)
woman who had occasionally com-
peted in short-distance races, decided
to compete in her first marathon. She
was in good health but was completely
inexperienced in long-distance runs.
During the hour before the race, she
drank 1.2 liters of water (about two
20-ounce bottles) in anticipation of the

Chapter 4

Clinical Case Study:

13. Why do sodium and chloride ions in the extracellular fluid and
potassium ions in the intracellular fluid behave as though they were

nonpenetrating solutes?

14. What is the approximate osmolarity of the extracellular fluid? Of

the intracellular fluid?

15. What change in cell volume will occur when a cell is placed in a
hypotonic solution? In a hypertonic solution?

16. Under what conditions will a hyperosmotic solution be isotonic?

17. How do the mechanisms for actively transporting glucose and Na™*

across an epithelium differ?

18. By what mechanism does the active transport of Na* lead to the
osmotic flow of water across an epithelium?

KEY TERMS

4.1 Diffusion

channel gating

diffusion equilibrium
electrochemical gradient

Fick’s first law of diffusion

flux

ion channels

4.2 Mediated-Transport Systems

ligand-gated ion channels
mechanically gated ion channels
membrane potential

net flux

simple diffusion

voltage-gated ion channels

active transport
cotransport
countertransport
facilitated diffusion
mediated transport
4.3 Osmosis

Na*/K*-ATPase pump
primary active transport
secondary active transport
transporters

aquaporins

hyperosmotic

hypertonic

hypoosmotic

hypotonic

isoosmotic

isotonic

4.4 Endocytosis and Exocytosis

nonpenetrating solutes
osmol

osmolarity

0smosis

osmotic pressure
semipermeable membrane

caveolae

clathrin

clathrin-coated pit
endocytosis

exocytosis

fluid endocytosis

4.5 Epithelial Transport

phagocytosis

phagosomes

pinocytosis

potocytosis

receptor-mediated endocytosis
receptors

apical membrane
basolateral membrane

a Race

water loss she expected to occur due to perspiration over the next

A Novice Marathoner Collapses After

paracellular pathway
transcellular pathway

few hours. The race took place on an unseasonably cool day in April.
As she ran, she was careful to drink a cup of water (about 200 ml)
at each water station, roughly each mile along the course. Being
a newcomer to competing in marathons, she had already been
running for 3 hours at the 20-mile mark and was beginning to feel
extremely fatigued. Soon after, her leg muscles began cramping.
Thinking she was losing too much fluid, she stopped for a moment
at a water station and drank several cups of water, then continued



on. After another 2 miles, she consumed a full 0.6L bottle of water;
a mile later, she began to feel confused and disoriented and devel-
oped a headache. At that point, she became panicked that she
would not finish the race; even though she did not feel thirsty,
she finished yet another bottle of water. Twenty minutes later,
she collapsed, lost consciousness, and was taken by ambulance
to a local hospital. She was diagnosed with exercise-associated
hyponatremia (EAH), a condition in which the concentration of Na*™
in the blood decreases to dangerously low levels (in her case, to 115
mM; see Table 4.1 for comparison).

Reflect and Review #1

B How much total water did the woman consume before and
during the race? How does that volume compare to an
estimate of the total extracellular fluid volume in a 102-pound
woman? (See Figure 1.3 for help.)

It was clear to her physicians what caused the EAH. When we
exercise, perspiration helps cool us down. Sweat is a dilute solu-
tion of several ions, particularly Na™ (the other major ones being CI~
and K*). The result of excessive sweating is that the total amount
of water and Na™ in the body becomes depleted. Our subject was
exercising very hard and for a very long time but was not losing as
much fluid as she had anticipated because of the cool weather. She
was wise to be aware of the potential for fluid loss, but she was not
aware that drinking pure water in such quantities could significantly
dilute her body fluids.

Reflect and Review #2

B What effect might a change in extracellular osmolarity have on
the movement of water across cell membranes (you can assume
that plasma and interstitial fluid osmolarities are the same)?

Asthe concentration of Na* in her extracellular fluid decreased,
the electrochemical gradient for Na* across her cells—including her
muscle and brain cells—also decreased as a consequence. As you
will learn in detail in Chapters 6 and 9, the electrochemical gradi-
ent for Na' is part of what regulates the function of skeletal muscle
and brain cells. As a result of disrupting this gradient, our subject’s
muscles and neurons began to malfunction, accounting in part for
the cramps and mental confusion.

In addition, however, recall from Figure 4.19 what happens
to cells when the concentrations of nonpenetrating solutes across
the cell membrane are changed. As our subject’s extracellular fluid
became more dilute than her intracellular fluid, water moved by osmo-
sis into her cells. Many types of cells, including those of the brain, are
seriously damaged when they swell due to water influx (Figure 4.26).
It is even worse in the brain than elsewhere because there is no room

Swollen cell

Normal cell

Figure 4.26 A normal red blood cell (left) and one that has
swelled due to osmotic movement of water into the cell. Compare the
appearance of this cell with the ones in the chapter-opening image,
which have lost water due to osmosis.

for the brain to expand within the skull. As brain cells swell, the
fluid pressure in the brain increases, compressing blood ves-
sels and restricting blood flow. When blood flow is reduced,
oxygen and nutrient levels decrease and metabolic waste
products build up, further contributing to brain cell malfunction.
Thus, the combination of water influx, increased pressure, and
changes in the electrochemical gradient for Na* all contributed
to the mental disturbances and subsequent loss of conscious-
ness in our subject.

What do you think would be an appropriate way to treat
EAH? Remember, the person is not dehydrated. In fact, one
of the best predictors of EAH in subjects like ours is weight
gain during a marathon; such individuals actually weigh more
at the end of a race than at the beginning because of all the
water they drink! The treatment is an intravenous infusion of
an isotonic solution of NaCl to bring the total levels of Na™ in
the body fluids back toward normal. At the same time, how-
ever, the extracellular fluid volume is reduced with a diuretic
(a medication that increases the amount of water excreted in
the urine). In addition, patients may also receive medications to
prevent or stop seizures. As you will learn in Chapters 6 and 8,
a seizure is uncontrolled, unregulated activity of the neurons in
the brain; one potential cause of a seizure is a large imbalance
in extracellular ion concentrations in the brain. In our subject,
gradual restoration of a normal Na™ concentration was suffi-
cient to save her life, but careful monitoring of her progress
over the course of a 24-hour hospital stay was required.

Clinical term: exercise-associated hyponatremia

See Chapter 19 for complete, integrative case studies.

cHAPTER 4 TEST QUESTIONS Recall and Comprehend Answers appear in Appendix A.

These questions test your recall of important details covered in this chapter. They also help prepare you for the type of questions
encountered in standardized exams. Many additional questions of this type are available on Connect and LearnSmart.

1. Which properties are characteristic of ion channels?
a. They are usually lipids.
b. They exist on one side of the plasma membrane, usually the
intracellular side.

c. They can open and close depending on the presence of any of three
types of “gates.”

d. They permit movement of ions against electrochemical gradients.

e. They mediate facilitated diffusion.
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2. Which of the following does not directly or indirectly require an energy

source?

a. primary active transport

b. operation of the Na*/K"-ATPase pump

c. the mechanism used by cells to produce a calcium ion gradient across
the plasma membrane

d. facilitated transport of glucose across a plasma membrane

e. secondary active transport

If a small amount of urea were added to an isoosmotic saline solution

containing cells, what would be the result?

a. The cells would shrink and remain that way.

b. The cells would first shrink but then be restored to normal volume after
a brief period of time.

c. The cells would swell and remain that way.

d. The cells would first swell but then be restored to normal volume after
a brief period of time.

e. The urea would have no effect, even transiently.

4. Which is/are true of epithelial cells?

a. They can only move uncharged molecules across their surfaces.

b. They may have segregated functions on apical (luminal) and basolateral
surfaces.

c. They cannot form tight junctions.

d. They depend upon the activity of Na*/K"-ATPase pumps for much of
their transport functions.

e. Both b and d are correct.

. Which is incorrect?

a. Diffusion of a solute through a membrane is considerably quicker than
diffusion of the same solute through a water layer of equal thickness.

b. A single ion, such as K*, can diffuse through more than one type of
channel.

c. Lipid-soluble solutes diffuse more readily through the phospholipid
bilayer of a plasma membrane than do water-soluble ones.

d. The rate of facilitated diffusion of a solute is limited by the number of
transporters in the membrane at any given time.

e. A common example of cotransport is that of an ion and an organic molecule.

. In considering diffusion of ions through an ion channel, which driving

force/forces must be considered?
a. the ion concentration gradient
. the electrical gradient

. 0SmOsis

facilitated diffusion

. bothaandb

oo o

The difference between the fluxes of a solute moving in two opposite
directions is the

In , membrane-bound vesicles in the cytosol of a cell fuse with the
plasma membrane and release their contents to the extracellular fluid.

The channels through which water moves across plasma membranes are
called

is the name of the process by which glucose moves across a plasma
membrane.

cHAPTER 4 TEST QUESTIONS Apply, Analyze, and Evaluate

Answers appear in Appendix A.

These questions, which are designed to be challenging, require you to integrate concepts covered in the chapter to draw your own
conclusions. See if you can first answer the questions without using the hints that are provided; then, if you are having difficulty, refer
back to the figures or sections indicated in the hints.
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. In two cases (A and B), the concentrations of solute X in two 1 L

compartments separated by a membrane through which X can diffuse are

Concentration of X (mM)

Case Compartment 1 Compartment 2
A 3 5
B 32 30

a. In what direction will the net flux of X take place in case A and in case B?

b. When diffusion equilibrium is reached, what will the concentration of
solute in each compartment be in case A and in case B?

c. Will A reach diffusion equilibrium faster, slower, or at the same rate as
B? Hint: See Figures 4.1-4.3.

. If a transporter that mediates active transport of a substance has a lower

affinity for the transported substance on the extracellular surface of the
plasma membrane than on the intracellular surface, in what direction
will there be a net transport of the substance across the membrane? Hint:
See Figure 4.11 and assume that the rate of transporter conformational
change is the same in both directions.

. Why will inhibition of ATP synthesis by a cell lead eventually to a decrease

and, ultimately, cessation in secondary active transport? Hint: See Figure 4.13,
and refer to Figure 4.11 for a reminder about primary active transport.

. Given the following solutions, which has the lowest water concentration? Which

two have the same osmolarity? Hint: Refer to Figures 4.16 and 4.17 for help.

Solute Concentration (mM)

Solution Glucose Urea NacCl CaCl,
A 20 30 150 10
B 10 100 20 50
C 100 200 10 20
D 30 10 60 100

Chapter 4

5.

Assume that a membrane separating two compartments is permeable to
urea but not permeable to NaCl. If compartment 1 contains 200 mmol/L of
NaCl and 100 mmol/L of urea, and compartment 2 contains 100 mmol/L
of NaCl and 300 mmol/L of urea, which compartment will have increased
in volume when osmotic equilibrium is reached? Hint: See Figure 4.19 and
Table 4.3.

. What will happen to cell volume if a cell is placed in each of the following

solutions? Hint: See Figure 4.19 and Table 4.3.

Concentration of X, mM

NaCl Urea
Solution (Nonpenetrating) (Penetrating)
A 150 100
B 100 150
C 200 100
D 100 50

Characterize each of the solutions in question 6 as isotonic, hypotonic,
hypertonic, isoosmotic, hypoosmotic, or hyperosmotic. Hint: Refer to
Table 4.3.

By what mechanism might an increase in intracellular Na* concentration
lead to an increase in exocytosis? Hint: See Figure 4.15 for help.



cHAPTER 4 TEST QUESTIONS General Principles Assessment

Answers appear in Appendix A.

These questions reinforce the key theme first introduced in Chapter 1, that general principles of physiology can be applied across all
levels of organization and across all organ systems.

1. How does the information presented in Figures 4.8—4.10 and 4.17 illustrate
the general principle that homeostasis is essential for health and survival?

2. Give two examples from this chapter that illustrate the general principle that
controlled exchange of materials occurs between compartments and across
cellular membranes.

3. Another general principle states that physiological processes are dictated
by the laws of chemistry and physics. How does this relate to the movement
of solutes through lipid bilayers and its dependence on electrochemical
gradients? How is heat related to solute movement?

cHAPTER 4 ANSWERS TO PHYSIOLOGICAL INQUIRY QUESTIONS

Figure 4.2 As shown in the accompanying graph, there would be a net
flux of glucose from compartment 1 to compartment 2, with diffusion
equilibrium occurring at 12.5 mmol/L.
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Figure 4.5 The primary structure of the protein is represented by the beads—
the amino acid sequence shown in (a). The secondary structure includes
all the helical regions in the lipid bilayer, shown in (a) and (b). The tertiary
structure is the folded conformation shown in (b). The quaternary structure is
the association of the five subunit polypeptides into one protein, shown in (c).

Figure 4.9 Maximal flux depends on the number of transporter molecules
in the membrane and their inherent rate of conformational change when
binding solute. If we assume that the rate of conformational change stays
constant, then the greater the number of transporters, the greater the
maximal flux that can occur.

Figure 4.13 ATP is not hydrolyzed when a solute moves across a membrane
by secondary active transport. However, ATP is hydrolyzed by an ion pump
(typically the Na*/K"-ATPase primary active transporter) to establish the

ion concentration gradient that is used during secondary active transport.
Therefore, secondary active transport indirectly requires ATP.

Figure 4.15 Transport of ions and organic compounds between fluid

compartments is a critical feature of homeostasis. Among many examples,
movement of glucose into cells is essential for energy production.
Transport of H' regulates the pH of body fluids which, in turn, regulates
all enzymatic processes in the body. Ca** transport controls such processes
as muscle contraction and the release of stored secretory products from
certain types of cells. The transcellular movement of numerous ions
contributes to the membrane potential of cells. Finally, the transport of
amino acids into cells is necessary for the synthesis of proteins, without
which cells cannot survive and therefore homeostasis would not be
possible. There are many diseases you will learn about in later chapters that
result from functional problems with transporters. Also, there are drugs
used to treat disease that alter the function of these transporters.

Figure 4.19 Because it is a nonpenetrating solute, infusion of isotonic NaCl

restores blood volume without causing a redistribution of water between
body fluid compartments due to osmosis. An isoosmotic solution of a
penetrating solute, however, would only partially restore blood volume
because some water would enter the intracellular fluid by osmosis as
the solute enters cells. This could also result in damage to cells as their
volume expands beyond normal.

Figure 4.23  Active transport of Na™ across the basolateral (blood side)

membrane would decrease, resulting in an increased intracellular
concentration of Na*. This would reduce the rate of Na* diffusion into
the cell through the Na* channel on the lumen side because the diffusion
gradient would be smaller.

Figure 4.25 The structure of an epithelium is characterized by tight junctions

along the apical membranes of the epithelial cells. These junctions provide
epithelial cells with one of their major functions, namely acting as a barrier
to the movement of most solutes across the epithelium. In addition, the
structure of individual epithelial cells also determines the function of the
entire epithelium. Note in the figure (and refer back to Figures 4.23 and
4.24) that different transport proteins or ion channels are localized to
either the apical or basolateral membranes of the epithelial cells. Because
of this cellular structure, the epithelium can selectively transport different
solutes in one or the other direction. This allows the precise control of the
intracellular concentrations of solutes that are critical for normal function.
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CHAPTER

Computerized image of a ligand (ball and stick model in blue) binding
to its receptor (ribbon diagram).

maintain a normal balance of the body’s internal environment.

The operation of control systems requires that cells be able
to communicate with each other, often over long distances. Much of
this intercellular communication is mediated by chemical messengers.
This chapter describes how these messengers interact with their target
cells and how these interactions trigger intracellular signals that lead
to the cell’s response. Throughout this chapter, you should carefully
distinguish intercellular (between cells) and intracellular (within a
cell) chemical messengers and communication. The material in this
chapter will provide a foundation for understanding how the nervous,
endocrine, and other organ systems function. Before starting, you
should review the material covered in Section C of Chapter 3 for
background on ligand—protein interactions.

The material in this chapter illustrates the general principle of
physiology that information flow between cells, tissues, and organs
is an essential feature of homeostasis and allows for integration
of physiological processes. These many and varied processes will
be covered in detail beginning in Chapter 6 and will continue
throughout the book, but the mechanisms of information flow that
link different structures and processes share many common features,
as described here. W

You learned in Chapter 1 how homeostatic control systems help
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5.1 Receptors

In Chapter 1, you learned that several classes of chemical mes-
sengers can communicate a signal from one cell to another. These
messengers include molecules such as neurotransmitters and
paracrine substances, whose signals are mediated rapidly and
over a short distance. Other messengers, such as hormones, com-
municate over greater distances and in some cases, more slowly.
Whatever the chemical messenger, however, the cell receiving the
signal must have a way to detect the signal’s presence. Once a cell
detects a signal, a mechanism is required to transduce that sig-
nal into a physiologically meaningful response, such as the cell-
division response to the delivery of growth-promoting signals.

The first step in the action of any intercellular chemical
messenger is the binding of the messenger to specific target-cell
proteins known as receptors (or receptor proteins). In the general
language of Chapter 3, a chemical messenger is a ligand, and the
receptor has a binding site for that ligand. The binding of a mes-
senger to a receptor changes the conformation (tertiary structure;
see Figure 2.17) of the receptor, which activates it. This initiates a
sequence of events in the cell leading to the cell’s response to that
messenger, a process called signal transduction. The “signal” is
the receptor activation, and “transduction” denotes the process by
which a stimulus is transformed into a response. In this section,
we consider general features common to many receptors, describe
interactions between receptors and their ligands, and give some
examples of how receptors are regulated.

Types of Receptors

What is the nature of the receptors that bind intercellular chemical
messengers? They are proteins or glycoproteins located either in
the cell’s plasma membrane or inside the cell, either in the cytosol
or the nucleus. The plasma membrane is the much more common
location, because a very large number of messengers are water-
soluble and therefore cannot diffuse across the lipid-rich (hydro-
phobic) plasma membrane. In contrast, a much smaller number
of lipid-soluble messengers diffuse through membranes to bind to
their receptors located inside the cell.

Plasma Membrane Receptors A typical plasma
membrane receptor is illustrated in Figure 5.l1a. Plasma
membrane receptors are transmembrane proteins; that is, they
span the entire membrane thickness. Like other transmembrane
proteins, a plasma membrane receptor has hydrophobic segments
within the membrane, one or more hydrophilic segments
extending out from the membrane into the extracellular fluid, and
other hydrophilic segments extending into the intracellular fluid.
Arriving chemical messengers bind to the extracellular parts of
the receptor; the intracellular regions of the receptor are involved
in signal transduction events.

Intracellular  Receptors By contrast, intracellular
receptors are not located in membranes but exist in either the
cytosol or the cell nucleus and have a very different structure
(Figure 5.1b). Like plasma membrane receptors, however, they
have a segment that binds the messenger and other segments
that act as regulatory sites. In addition, they have a segment that
binds to DNA, unlike plasma membrane receptors. This is one
key distinction between the two general types of receptors; plasma

membrane receptors can transduce signals without interacting
with DNA, whereas all intracellular receptors transduce signals
through interactions with genes.

Interactions Between Receptors and Ligands

There are four major features that define the interactions between
receptors and their ligands: specificity, affinity, saturation, and
competition.

Specificity The binding of a chemical messenger to its
receptor initiates the events leading to the cell’s response. The
existence of receptors explains a very important characteristic
of intercellular communication—specificity (see Table 5.1 for
a glossary of terms concerning receptors). Although a given
chemical messenger may come into contact with many different
cells, it influences certain cell types and not others. This is because
cells differ in the types of receptors they possess. Only certain
cell types—sometimes just one—express the specific receptor
required to bind a given chemical messenger (Figure 5.2).

Even though different cell types may possess the receptors
for the same messenger, the responses of the various cell types to
that messenger may differ from each other. For example, the neu-
rotransmitter norepinephrine causes the smooth muscle of certain
blood vessels to contract but, via the same type of receptor, inhib-
its insulin secretion from the pancreas. In essence, then, the recep-
tor functions as a molecular switch that elicits the cell’s response
when “switched on” by the messenger binding to it. Just as identi-
cal types of switches can be used to turn on a light or a radio, a
single type of receptor can be used to produce different responses
in different cell types.

Affinity The remaining three general features of
ligand:receptor interactions are summarized in Figure 5.3. The
degree to which a particular messenger binds to its receptor is
determined by the affinity of the receptor for the messenger. A
receptor with high affinity will bind at lower concentrations of a
messenger than will a receptor of low affinity (refer back to Figure
3.36). Differences in affinity of receptors for their ligands have
important implications for the use of therapeutic drugs in treating
illness; receptors with high affinity for a ligand require much less
of the ligand (that is, a lower dose) to become activated.

Saturation The phenomenon of receptor saturation was
described in Chapter 3 for ligands binding to binding sites
on proteins, and are fully applicable here (see Figure 5.3). A
cell’s response to a messenger increases as the extracellular
concentration of the messenger increases, because the number
of receptors occupied by messenger molecules increases. There
is an upper limit to this responsiveness, however, because only a
finite number of receptors are available, and they become fully
saturated at some point.

Competition Competition refers to the ability of a molecule to
compete with a natural ligand for binding to its receptor. Competition
typically occurs with messengers that have a similarity in part of
their structures, and it also underlies the action of many drugs (see
Figure 5.3). If researchers or physicians wish to interfere with the
action of a particular messenger, they can administer competing
molecules that are structurally similar enough to the endogenous
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Figure 5.1 The two major classes of receptors for chemical messengers. (a) Structure of a typical transmembrane receptor. The seven clusters of
amino acids embedded in the phospholipid bilayer represent hydrophobic portions of the protein’s alpha helix (shown here as cylinders). Note that the
binding site for the hormone includes several of the segments that extend into the extracellular fluid. Portions of the extracellular segments can be
linked to carbohydrates (CHO). The amino acids denoted by black circles represent some of the sites at which intracellular enzymes can phosphorylate,
and thereby regulate, the receptor. (b) Schematic representation of the structural features of a typical nuclear receptor. The actual structures for
segments of these receptors are known and are shown here for the human estrogen (a steroid hormone) receptor. (Note: The segments of nuclear

receptors that perform different functions are known as “domains.”)
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TABLE 5.1

Receptor
(receptor
protein)

Specificity

Saturation

Affinity

Competition

Antagonist

Agonist

Down-
regulation

Up-regulation

Increased
sensitivity

A Glossary of Terms Concerning

Receptors

A specific protein in either the plasma
membrane or the interior of a target cell that
a chemical messenger binds with, thereby
invoking a biologically relevant response in
that cell.

The ability of a receptor to bind only one type
or a limited number of structurally related
types of chemical messengers.

The degree to which receptors are occupied by
messengers. If all are occupied, the receptors
are fully saturated; if half are occupied, the
saturation is 50%, and so on.

The strength with which a chemical messenger
binds to its receptor.

The ability of different molecules to compete
with a ligand for binding to its receptor.
Competitors generally are similar in structure
to the natural ligand.

A molecule that competes with a ligand for
binding to its receptor but does not activate
signaling normally associated with the natural
ligand. Therefore, an antagonist prevents the
actions of the natural ligand. Antihistamines
are examples of antagonists.

A chemical messenger that binds to a receptor
and triggers the cell’s response; often refers

to a drug that mimics a normal messenger’s
action. Decongestants are examples of
agonists.

A decrease in the total number of target-cell
receptors for a given messenger; may occur
in response to chronic high extracellular
concentration of the messenger.

An increase in the total number of target-cell
receptors for a given messenger; may occur
in response to a chronic low extracellular
concentration of the messenger.

The increased responsiveness of a target
cell to a given messenger; may result from
up-regulation of receptors.

messenger that they bind to the receptors for that messenger.
However, the competing molecules are different enough in structure
from the native ligand that, although they bind to the receptor, they
cannot activate it. This blocks the endogenous messenger from
binding and yet does not induce signal transduction or trigger the
cell’s response. The general term for a compound that blocks the
action of a chemical messenger is antagonist; when an antagonist
works by competing with a chemical messenger for its binding site, it
is known as a competitive antagonist. One example is a type of drug

Secretory cell |

Chemical messenger
[ |
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oo AN el M

Cell A . CellB CellC

Response

Figure 5.2 Specificity of receptors for chemical messengers.

Only cell A has the appropriate receptor for this chemical messenger;
therefore, it is the only one among the group that is a target cell for the
messenger.

Chemical

High-affinity receptor
messenger |

Receptor

High-affinity receptor in
presence of competitor

Low-affinity receptor

Amount of messenger bound

Free messenger concentration X

Figure 5.3 Characteristics of receptors binding to messengers.
The receptors with high affinity will have more bound messenger at a
given messenger concentration (e.g., concentration X). The presence
of a competitor will decrease the amount of messenger bound, until
at very high concentrations the receptors become saturated with
messenger. Note in the illustration that the low-affinity receptor in
this case has a slightly different shape in its ligand-binding region
compared to the high-affinity receptor. Also note the similarity in
parts of the shapes of the natural messenger and its competitor.

PHYSIOLOGICAL INQUIRY

® The general principle of physiology that structure is a
determinant of—and has coevolved with—function can be
considered at the molecular, cellular, and organ levels. How is
this principle illustrated by the binding of messengers to their
receptors?

Answer can be found at end of chapter.

called a beta-adrenergic receptor blocker (also called beta-blocker),
which is sometimes used in the treatment of high blood pressure
and other diseases. Beta-blockers compete with epinephrine and
norepinephrine to bind to one of their receptors—the beta-adrenergic
receptor. Because epinephrine and norepinephrine normally act to
increase blood pressure (Chapter 12), beta-blockers tend to decrease
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blood pressure by acting as competitive antagonists. Antihistamines
are another example and are useful in treating allergic symptoms
brought on due to excess histamine secretion from cells known as
mast cells (Chapter 18). Antihistamines are competitive antagonists
that block histamine from binding to its receptors on mast cells and
triggering an allergic response.

On the other hand, some drugs that compete with natural
ligands for a particular receptor type do activate the receptor
and trigger the cell’s response exactly as if the true (endogenous)
chemical messenger had combined with the receptor. Such drugs,
known as agonists, are used therapeutically to mimic the mes-
senger’s action. For example, the common decongestant drugs
phenylephrine and oxymetazoline, found in many types of nasal
sprays, mimic the action of epinephrine on a related but differ-
ent subtype of receptors, called alpha-adrenergic receptors, in
blood vessels. When alpha-adrenergic receptors are activated,
the smooth muscles of inflamed, dilated blood vessels in the nose
contract, resulting in constriction of those vessels; this helps open
the nasal passages and decrease fluid leakage from blood vessels.

Regulation of Receptors

Receptors are themselves subject to physiological regulation.
The number of receptors a cell has, or the affinity of the recep-
tors for their specific messenger, can be increased or decreased
in certain systems. An important example is the phenomenon of
down-regulation. When a high extracellular concentration of a
messenger is maintained for some time, the total number of the
target cell’s receptors for that messenger may decrease—that is,
down-regulate. Down-regulation has the effect of reducing the
target cells’ responsiveness to frequent or intense stimulation by
a messenger—that is, desensitizing them—and thus represents a
local negative feedback mechanism.

Down-regulation is possible because there is a continuous
synthesis and degradation of receptors. The main mechanism of
down-regulation of plasma membrane receptors is internalization.
The binding of a messenger to its receptor can stimulate the inter-
nalization of the complex; that is, the messenger-receptor com-
plex is taken into the cell by receptor-mediated endocytosis (see
Chapter 4). This increases the rate of receptor degradation inside
the cell. Consequently, at increased messenger concentrations,
the number of plasma membrane receptors of that type gradually
decreases during down-regulation.

Change in the opposite direction, called up-regulation, also
occurs. Cells exposed for a prolonged period to very low concentra-
tions of a messenger may come to have many more receptors for
that messenger, thereby developing increased sensitivity to it. The
greater the number of receptors available to bind a ligand, the greater
the likelihood that such binding will occur. For example, when the
nerves to a muscle are damaged, the delivery of neurotransmitters
from those nerves to the muscle is decreased or eliminated. With
time, under these conditions, the muscle will contract in response
to a much smaller amount of neurotransmitter than normal. This
happens because the receptors for the neurotransmitter have been
up-regulated, resulting in increased sensitivity.

One way in which this may occur is by recruitment to the
plasma membrane of intracellular vesicles that contain within
their membranes numerous receptor proteins. The vesicles fuse
with the plasma membrane, thereby inserting their receptors into
the plasma membrane. Receptor regulation in both directions
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(up- and down-regulation) is an excellent example of the general
physiological principle of homeostasis, because it acts to return
signal strength toward normal when the concentration of messen-
ger molecules varies above or below normal.

5.2 Signal Transduction Pathways

What are the sequences of events by which the binding of a
chemical messenger to a receptor causes the cell to respond in a
specific way?

The binding of a messenger to its receptor causes a change
in the conformation (tertiary structure) of the receptor. This event,
known as receptor activation, is the initial step leading to the
cell’s responses to the messenger. These cellular responses can
take the form of changes in (1) the permeability, transport proper-
ties, or electrical state of the plasma membrane; (2) metabolism;
(3) secretory activity; (4) rate of proliferation and differentiation;
or (5) contractile or other activities.

Despite the variety of responses, there is a common denom-
inator: They are all directly due to alterations of particular cell
proteins. Let us examine a few examples of messenger-induced
responses, all of which are described more fully in subsequent
chapters. For example, the neurotransmitter-induced generation of
electrical signals in neurons reflects the altered conformation of
membrane proteins (ion channels) through which ions can diffuse
between extracellular and intracellular fluid. Similarly, changes
in the rate of glucose secretion by the liver induced by the hor-
mone epinephrine reflect the altered activity and concentration of
enzymes in the metabolic pathways for glucose synthesis. Finally,
muscle contraction induced by the neurotransmitter acetylcholine
results from the altered conformation of contractile proteins.

Thus, receptor activation by a messenger is only the first
step leading to the cell’s ultimate response (contraction, secre-
tion, and so on). The diverse sequences of events that link receptor
activation to cellular responses are termed signal transduction
pathways. “Pathways” denotes the cell-specific mechanisms
linked with different messengers.

Signal transduction pathways differ between lipid-soluble
and water-soluble messengers. As described earlier, the recep-
tors for these two broad chemical classes of messenger are in dif-
ferent locations—the former inside the cell and the latter in the
plasma membrane of the cell. The rest of this chapter describes
the major features of the signal transduction pathways that these
two broad categories of messengers initiate.

Pathways Initiated by Lipid-Soluble Messengers

Lipid-soluble messengers include hydrophobic substances
such as steroid hormones and thyroid hormone. Their recep-
tors belong to a large family of intracellular receptors called
nuclear receptors that share similar structures (see Figure 5.1b)
and mechanisms of action. Although plasma membrane recep-
tors for a few of these messengers have been identified, most of
the receptors in this family are intracellular. In a few cases, the
inactive receptors are located in the cytosol and move into the
nucleus after binding their ligand. Most of the inactive recep-
tors, however, already reside in the cell nucleus, where they bind
to and are activated by their respective ligands. In both cases,
receptor activation leads to altered rates of transcription of one
or more genes in a particular cell.



In the most common scenario, the messenger diffuses out
of capillaries from plasma to the interstitial fluid (refer back to
Figure 1.3). From there, the messenger diffuses across the lipid
bilayers of the plasma membrane and nuclear envelope to enter the
nucleus and bind to the receptor there (Figure 5.4). The activated
receptor complex then functions in the nucleus as a transcription
factor, defined as a regulatory protein that directly influences gene
transcription. The hormone—receptor complex binds to DNA at a
regulatory region of a gene, an event that typically increases the
rate of that gene’s transcription into mRNA. The mRNA molecules
move out of the nucleus to direct the synthesis, on ribosomes, of the
protein the gene encodes. The result is an increase in the cellular
concentration of the protein and/or its rate of secretion, accounting
for the cell’s ultimate response to the messenger. For example, if the
protein encoded by the gene is an enzyme, the cell’s response is an
increase in the rate of the reaction catalyzed by that enzyme.
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membrane

\w Messenger-receptor
complex

_ Nucleus
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DNA ]\\[I

Cellular
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Specific
receptor

AP|R] Figure 5.4 Mechanism of action of lipid-soluble
messengers. This figure shows the receptor (simplified in this view) for
these messengers in the nucleus. In some cases, the unbound receptor
is in the cytosol rather than the nucleus, in which case the binding
occurs there, and the activated messenger-receptor complex then
moves into the nucleus. For simplicity, a single messenger is shown
binding to a single receptor. In many cases, however, two messenger-
receptor complexes must bind together in order to activate a gene.

PHYSIOLOGICAL INQUIRY

® How does the chemical nature of lipid-soluble messengers relate
to the general principle of physiology that physiological processes
are dictated by the laws of chemistry and physics?

Answer can be found at end of chapter.

Two other points are important. First, more than one gene
may be subject to control by a single receptor type. For example,
the adrenal gland hormone cortisol acts via its intracellular recep-
tor to activate numerous genes involved in the coordinated control
of cellular metabolism and energy balance. Second, in some cases,
the transcription of a gene or genes may be decreased rather than
increased by the activated receptor. Cortisol, for example, inhib-
its transcription of several genes whose protein products mediate
inflammatory responses that occur following injury or infection;
for this reason, cortisol has important anti-inflammatory effects.

Pathways Initiated by Water-Soluble
Messengers

Water-soluble messengers cannot readily enter cells by diffu-
sion through the lipid bilayer of the plasma membrane. Instead,
they exert their actions on cells by binding to the extracellular
portion of receptor proteins embedded in the plasma membrane.
Water-soluble messengers include most polypeptide hormones,
neurotransmitters, and paracrine and autocrine compounds. The
signal transduction mechanisms initiated by water soluble mes-
sengers can be classified into the types illustrated in Figure 5.5.

Some notes on general terminology are essential for this
discussion. First, the extracellular chemical messengers (such as
hormones or neurotransmitters) that reach the cell and bind to their
specific plasma membrane receptors are often referred to as first
messengers. Second messengers, then, are substances that enter
or are generated in the cytoplasm as a result of receptor activation
by the first messenger. The second messengers diffuse throughout
the cell to serve as chemical relays from the plasma membrane to
the biochemical machinery inside the cell. The third essential gen-
eral term is protein kinase, which is the name for an enzyme that
phosphorylates other proteins by transferring a phosphate group
to them from ATP. Phosphorylation of a protein allosterically
changes its tertiary structure and, consequently, alters the protein’s
activity. Different proteins respond differently to phosphorylation;
some are activated and some are inactivated (inhibited). There are
many different protein kinases, and each type is able to phosphor-
ylate only specific proteins. The important point is that a variety
of protein kinases are involved in signal transduction pathways.
These pathways may involve a series of reactions in which a par-
ticular inactive protein kinase is activated by phosphorylation and
then catalyzes the phosphorylation of another inactive protein
kinase, and so on. At the ends of these sequences, the ultimate
phosphorylation of key proteins, such as transporters, metabolic
enzymes, ion channels, and contractile proteins, underlies the
cell’s biochemical response to the first messenger.

As described in Chapter 3, other enzymes do the reverse
of protein kinases; that is, they dephosphorylate proteins. These
enzymes, termed protein phosphatases, also participate in signal
transduction pathways; they can also serve to stop a signal once a
cell response has occurred.

Signaling by Receptors That Are Ligand-Gated Ion
Channels 1In one type of plasma membrane receptor for water-
soluble messengers, the protein that acts as the receptor is also an
ion channel (refer back to Figure 4.7). Activation of the receptor
by a first messenger (the ligand) results in a conformational
change of the receptor such that it forms an open channel through
the plasma membrane (Figure 5.5a). Because the opening of ion
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PHYSIOLOGICAL INQUIRY

CELL’S RESPONSE ® Many cells express more than one of the four types of
receptors depicted in this figure. Why might this be?

Answer can be found at end of chapter.
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channels has been compared to the opening of a gate in a fence,
these types of channels are known as ligand-gated ion channels,
as described in Chapter 4. They are particularly prevalent in the
plasma membranes of neurons and skeletal muscle, as you will
learn in Chapters 6 and 9.

The opening of ligand-gated ion channels in response to
binding of a first messenger results in an increase in the net diffu-
sion across the plasma membrane of one or more types of ions spe-
cific to that channel. As introduced in Chapter 4 (see Figure 4.6),
such a change in ion diffusion results in a change in the electrical
charge, or membrane potential, of a cell. This change in mem-
brane potential, then, is the cell’s response to the messenger. In
addition, when the channel is a Ca** channel, its opening results in
an increase by diffusion in cytosolic Ca®" concentration. Increas-
ing cytosolic Ca®" is another essential event in the transduction
pathway for many signaling systems.

Signaling by Receptors That Function as
Enzymes Other plasma membrane receptors for water-
soluble messengers have intrinsic enzyme activity. With one
major exception (discussed later), the many receptors that possess
intrinsic enzyme activity are all protein kinases (Figure 5.5b).
Of these, the great majority specifically phosphorylate tyrosine
residues. Consequently, these receptors are known as receptor
tyrosine kinases.

The typical sequence of events for receptors with intrinsic
tyrosine kinase activity is as follows. The binding of a specific
messenger to the receptor changes the conformation of the recep-
tor so that its enzymatic portion, located on the cytoplasmic side of
the plasma membrane, is activated. This results in autophosphory-
lation of the receptor; that is, the receptor phosphorylates some of
its own tyrosine residues. The newly created phosphotyrosines on
the cytoplasmic portion of the receptor then serve as docking sites
for cytoplasmic proteins. The bound docking proteins then bind
and activate other proteins, which in turn activate one or more
signaling pathways within the cell. The common denominator of
these pathways is that they all involve activation of cytoplasmic
proteins by phosphorylation.

There is one physiologically important exception to the gen-
eralization that plasma membrane receptors with inherent enzyme
activity function as protein kinases. In this exception, the receptor
functions both as a receptor and as a guanylyl cyclase to catalyze
the formation, in the cytoplasm, of a molecule known as cyclic
GMP (cGMP). In turn, cGMP functions as a second messenger
to activate a protein kinase called cGMP-dependent protein
kinase. This kinase phosphorylates specific proteins that then
mediate the cell’s response to the original messenger. As described
in Chapter 7, receptors that function both as ligand-binding mol-
ecules and as guanylyl cyclases are abundantly expressed in the
retina of the eye, where they are important for processing visual
inputs. This signal transduction pathway is used by only a small
number of messengers. Also, in certain cells, guanylyl cyclase
enzymes are present in the cytoplasm. In these cases, a first mes-
senger—the gas nitric oxide (NO)—diffuses into the cytosol of
the cell and combines with the guanylyl cyclase to trigger the for-
mation of cGMP. Nitric oxide is a lipid-soluble gas produced from
the amino acid arginine by the action of an enzyme called nitric
oxide synthase, which is present in numerous cell types includ-
ing the cells that line the interior of blood vessels. When released

from such cells, NO acts locally in a paracrine fashion to relax
the smooth muscle component of certain blood vessels, which
allows the blood vessel to dilate, or open, more. As you will learn
in Chapter 12, the ability of certain blood vessels to dilate is an
important part of the homeostatic control of blood pressure.

Signaling by Receptors That Interact with
Cytoplasmic Janus Kinases Recall that in the previous
category, the receptor itself has intrinsic enzyme activity. In
the next category of signal transduction mechanisms for water
soluble messengers, (Figure 5.5¢), the enzymatic activity—again,
tyrosine kinase activity—resides not in the receptor but in a family
of separate cytoplasmic kinases, called janus kinases (JAKSs),
which are associated with the receptor. In these cases, the receptor
and its associated janus kinase function as a unit. The binding of a
first messenger to the receptor causes a conformational change in
the receptor that leads to activation of the janus kinase. Different
receptors associate with different members of the janus kinase
family, and the different janus kinases phosphorylate different
target proteins, many of which act as transcription factors. The
result of these pathways is the synthesis of new proteins, which
mediate the cell’s response to the first messenger. One significant
example of signals mediated primarily via receptors linked to
janus kinases are those of the cytokines—proteins secreted by
cells of the immune system that have a critical function in immune
defenses (Chapter 18).

Signaling by G-Protein-Coupled Receptors The
fourth category of signaling pathways for water soluble messengers
is by far the largest, including hundreds of distinct receptors
(Figure 5.5d). Bound to the inactive receptor is a protein complex
located on the cytosolic surface of the plasma membrane and
belonging to the family of proteins known as G proteins. G
proteins contain three subunits, called the alpha, beta, and gamma
subunits. The alpha subunit can bind GDP and GTP. The beta and
gamma subunits help anchor the alpha subunit in the membrane.
The binding of a first messenger to the receptor changes the
conformation of the receptor. This activated receptor increases
the affinity of the alpha subunit of the G protein for GTP. When
bound to GTP, the alpha subunit dissociates from the beta and
gamma subunits of the trimeric G protein. This dissociation allows
the activated alpha subunit to link up with still another plasma
membrane protein, either an ion channel or an enzyme. These ion
channels and enzymes are effector proteins that mediate the next
steps in the sequence of events leading to the cell’s response.

In essence, then, a G protein serves as a switch to couple a
receptor to an ion channel or to an enzyme in the plasma mem-
brane. Consequently, these receptors are known as G-protein-
coupled receptors. The G protein may cause the ion channel to
open, with a resulting change in electrical signals or, in the case
of Ca®" channels, changes in the cytosolic Ca®" concentration.
Alternatively, the G protein may activate or inhibit the membrane
enzyme with which it interacts. Such enzymes, when activated,
cause the generation of second messengers inside the cell.

Once the alpha subunit of the G protein activates its effector
protein, a GTPase activity inherent in the alpha subunit cleaves
the GTP into GDP and P;. This cleavage renders the alpha sub-
unit inactive, allowing it to recombine with its beta and gamma
subunits.
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There are several subfamilies of plasma membrane G pro-
teins, each with multiple distinct members, and a single recep-
tor may be associated with more than one type of G protein.
Moreover, some G proteins may couple to more than one type of
plasma membrane effector protein. In this way, a first-messenger-
activated receptor, via its G-protein couplings, can call into action
a variety of plasma membrane proteins such as ion channels and
enzymes. These molecules can, in turn, induce a variety of cel-
lular events.

To illustrate some of the major points concerning G pro-
teins, plasma membrane effector proteins, second messengers, and
protein kinases, the next two sections describe the two most com-
mon effector protein enzymes regulated by G proteins—adenylyl
cyclase and phospholipase C. In addition, the subsequent portions
of the signal transduction pathways in which they participate are
described.

Major Second Messengers

Cyclic AMP 1n this pathway (Figure 5.6), activation of
the receptor by the binding of the first messenger (for example,
the hormone epinephrine) allows the receptor to activate its
associated G protein, in this example known as G (the subscript
s denotes “stimulatory”). This causes G, to activate its effector
protein, the plasma membrane enzyme called adenylyl cyclase
(also known as adenylate cyclase). The activated adenylyl
cyclase, with its catalytic site located on the cytosolic surface
of the plasma membrane, catalyzes the conversion of cytosolic
ATP to cyclic 3',5'-adenosine monophosphate, or cyclic AMP
(cAMP) (Figure 5.7). Cyclic AMP then acts as a second
messenger (see Figure 5.6). It diffuses throughout the cell to
trigger the sequence of events leading to the cell’s ultimate
response to the first messenger. The action of cAMP eventually
terminates when it is broken down to AMP, a reaction catalyzed
by the enzyme cAMP phosphodiesterase (see Figure 5.7).
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Figure 5.7 Formation and breakdown of cAMP. ATP is converted to
cAMP by the action of the plasma membrane enzyme adenylyl cyclase.
cAMP is inactivated by the cytosolic enzyme cAMP phosphodiesterase,
which converts cAMP into the noncyclized form AMP.



This enzyme is also subject to physiological control. Thus,
the cellular concentration of cAMP can be changed either by
altering the rate of its messenger-mediated synthesis or the rate
of its phosphodiesterase-mediated breakdown. Caffeine and
theophylline, the active ingredients of coffee and tea, are widely
consumed stimulants that work partly by inhibiting cAMP
phosphodiesterase activity, thereby prolonging the actions of
cAMP within cells. In many cells, such as those of the heart,
an increased concentration of cAMP triggers an increase in
function (for example, an increase in heart rate).

What does cAMP actually do inside the cell? It binds to and
activates an enzyme known as cAMP-dependent protein kinase,
also called protein kinase A (see Figure 5.6). Recall that protein
kinases phosphorylate other proteins—often enzymes—by trans-
ferring a phosphate group to them. The changes in the activity of
proteins phosphorylated by cAMP-dependent protein kinase bring
about a cell’s response (secretion, contraction, and so on). Again,
recall that each of the various protein kinases that participate in
the multiple signal transduction pathways described in this chap-
ter has its own specific substrates.

In essence, then, the activation of adenylyl cyclase by the
G, protein initiates an “amplification cascade” of events that con-
verts proteins in sequence from inactive to active forms. Figure 5.8
illustrates the benefit of such a cascade. While it is active, a single
enzyme molecule is capable of transforming into product not one but
many substrate molecules, let us say 100. Therefore, one active mol-
ecule of adenylyl cyclase may catalyze the generation of 100 cAMP
molecules (and thus 100 activated cAMP-dependent protein kinase
A molecules). At each of the two subsequent enzyme-activation steps
in our example, another 100-fold amplification occurs. Therefore,
the end result is that a single molecule of the first messenger could,
in this example, cause the generation of 1 million product molecules.
This helps to explain how hormones and other messengers can be
effective at extremely low extracellular concentrations. To take an
actual example, one molecule of the hormone epinephrine can cause
the liver to generate and release 10°® molecules of glucose.

In addition, activated cAMP-dependent protein kinase
can diffuse into the cell nucleus, where it can phosphorylate a
protein that then binds to specific regulatory regions of certain
genes. Such genes are said to be cAMP-responsive. Therefore,
the effects of cCAMP can be rapid and independent of changes
in gene activity, as in the example of epinephrine and glucose
production, or slower and dependent upon the formation of new
gene products.

How can cAMP’s activation of a single molecule, cAMP-
dependent protein kinase, be common to the great variety
of biochemical sequences and cell responses initiated by
cAMP-generating first messengers? The answer is that cAMP-
dependent protein kinase can phosphorylate a large number of
different proteins (Figure 5.9). In this way, activated cAMP-
dependent protein kinase can exert multiple actions within a
single cell and different actions in different cells. For example,
epinephrine acts via the cAMP pathway on adipose cells to
stimulate the breakdown of triglyceride, a process that is medi-
ated by one particular phosphorylated enzyme that is chiefly
expressed in adipose cells. In the liver, epinephrine acts via
cAMP to stimulate both glycogenolysis and gluconeogenesis,
processes that are mediated by phosphorylated enzymes that
differ from those expressed in adipose cells.

First
messenger

Number of
molecules

@ OO0 O o0

" cAMP- TcAMP- TcAMP- TcAMP- 100

- dependent dependent dependent ~ dependent

\_protein kinase / rptein kinase / rptein kinase / rptein kinase /

(each kinase phosphorylates 100 enzymes)
Phosphorylated enzyme
) (e G o
(each enzyme phosphorylates 100 final products)

PPPPPPPPPPPPQ@ 100000

Phosphorylated final products

AP|R] Figure 5.8 Example of signal amplification. In this
example, a single molecule of a first messenger results in

1 million final products. Other second-messenger pathways have
similar amplification processes. The steps between receptor activation
and cAMP generation are omitted for simplicity.

PHYSIOLOGICAL INQUIRY

B What are the advantages of having an enzyme (like adenylyl
cyclase) involved in the initial response to receptor activation by a
first messenger?

Answer can be found at end of chapter.

Whereas phosphorylation mediated by cAMP-dependent
protein kinase activates certain enzymes, it inhibits others. For
example, the enzyme catalyzing the rate-limiting step in glycogen
synthesis is inhibited by phosphorylation. This explains how epi-
nephrine inhibits glycogen synthesis at the same time it stimulates
glycogen breakdown by activating the enzyme that catalyzes the lat-
ter response.

Not mentioned thus far is the fact that receptors for some
first messengers, upon activation by their messengers, inhibit
adenylyl cyclase. This inhibition results in less, rather than more,
generation of cAMP. This occurs because these receptors are
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| Figure 5.9 The variety of cellular responses induced
by cAMP is due mainly to the fact that activated cAMP-dependent
protein kinase can phosphorylate many different proteins, activating
or inhibiting them. In this figure, the protein kinase is shown
phosphorylating seven different proteins—a microtubular protein,
an ATPase, an ion channel, a protein in the endoplasmic reticulum,
a protein involved in stimulating the transcription of a gene into
mRNA, and two enzymes.

PHYSIOLOGICAL INQUIRY

® Does a given protein kinase, such as cAMP-dependent protein
kinase, phosphorylate the same proteins in all cells in which the
kinase is present?

Answer can be found at end of chapter.

associated with a different G protein known as G; (the subscript
i denotes “inhibitory”). Activation of G; causes the inhibition of
adenylyl cyclase. The result is to decrease the concentration of
cAMP in the cell and thereby the phosphorylation of key pro-
teins inside the cell. Many cells express both stimulatory and
inhibitory G proteins in their membranes, providing a means of
tightly regulating intracellular cAMP concentrations. This com-
mon cellular feature highlights the general principle of physiol-
ogy that most physiological functions are controlled by multiple
regulatory systems, often working in opposition. It provides for
fine-tuning of cellular responses and, in some cases, the ability to
override a response.

Finally, as indicated in Figure 5.9, cAMP-dependent protein
kinase can phosphorylate certain plasma membrane ion chan-
nels, thereby causing them to open or in some cases to close. As
we have seen, the sequence of events leading to the activation of
cAMP-dependent protein kinase proceeds through a G protein, so
it should be clear that the opening of such channels is indirectly
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Summary of Mechanisms by Which

TABLE 5.2 Receptor Activation Influences Ion

Channels

The ion channel is part of the receptor.
A G protein directly gates the ion channel.

A G protein gates the ion channel indirectly via production of a
second messenger such as cAMP.

dependent on that G protein. This is distinct from the direct action
of a G protein on an ion channel, mentioned earlier. To general-
ize, the indirect G-protein gating of ion channels utilizes a sec-
ond-messenger pathway for the opening or closing of the channel.
Table 5.2 summarizes the three ways by which receptor activa-
tion by a first messenger leads to opening or closing of ion chan-
nels, causing a change in membrane potential.

Phospholipase C, Diacylglycerol, and Inositol
Trisphosphate In this system, a G protein called G, is
activated by a receptor bound to a first messenger. Activated
G, then activates a plasma membrane effector enzyme called
phospholipase C. This enzyme catalyzes the breakdown of a
plasma membrane phospholipid known as phosphatidylinositol
bisphosphate, abbreviated PIP,, to diacylglycerol (DAG) and
inositol trisphosphate (IP;) (Figure 5.10). Both DAG and IP;
then function as second messengers but in very different ways.

DAG activates members of a family of related protein kinases
known collectively as protein kinase C, which, in a fashion simi-
lar to cAMP-dependent protein kinase, then phosphorylates a large
number of other proteins, leading to the cell’s response.

IP;, in contrast to DAG, does not exert its second-
messenger function by directly activating a protein kinase.
Rather, cytosolic IP; binds to receptors located on the endoplas-
mic reticulum. These receptors are ligand-gated Ca®>* channels
that open when bound to IP;. Because the concentration of Ca**
is much greater in the endoplasmic reticulum than in the cytosol,
Ca”" diffuses out of this organelle into the cytosol, significantly
increasing the cytosolic Ca®" concentration. This increased
Ca®" concentration then continues the sequence of events lead-
ing to the cell’s response to the first messenger. We will pick up
this thread in more detail shortly. However, it is worth noting
that one of the actions of Ca”" is to help activate some forms
of protein kinase C (which is how this kinase got its name—C
for “calcium”).

Ca*"  The calcium ion functions as a second messenger in a great
variety of cellular responses to stimuli, both chemical and electrical.
The physiology of Ca®" as a second messenger requires an analysis
of two broad questions: (1) How do stimuli cause the cytosolic
Ca®" concentration to increase? (2) How does the increased Ca**
concentration elicit the cells’ responses?

By means of active-transport systems in the plasma
membrane and membranes of certain cell organelles, Ca*' is
maintained at an extremely low concentration in the cytosol.
Consequently, there is always a large electrochemical gradient
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PR} Figure 5.10 Mechanism by which an activated receptor stimulates the enzymatically mediated breakdown of PIP; to yield IP; and DAG.
IP; then binds to a receptor on the endoplasmic receptor. This receptor is a ligand-gated ion channel that, when opened, allows the release of Ca** from
the endoplasmic reticulum into the cytosol. Together with DAG, Ca** activates protein kinase C.

favoring diffusion of Ca®" into the cytosol via Ca** channels
found in both the plasma membrane and, as mentioned earlier,
the endoplasmic reticulum. A stimulus to the cell can alter this
steady state by influencing the active-transport systems and/or
the ion channels, resulting in a change in cytosolic Ca*" con-
centration. The most common ways that receptor activation by
a first messenger increases the cytosolic Ca®* concentration
have, in part, been presented in this chapter and are summa-
rized in the top part of Table 5.3.

Now we turn to the question of how the increased cytosolic
Ca®" concentration elicits the cells’ responses (see bottom of
Table 5.3). The common denominator of Ca*" actions is its ability
to bind to various cytosolic proteins, altering their conformation
and thereby activating their function. One of the most impor-
tant of these is a protein found in all cells known as calmodulin
(Figure 5.11). On binding with Ca®", calmodulin changes shape,
and this allows Ca**—calmodulin to activate or inhibit a large
variety of enzymes and other proteins, many of them protein
kinases. Activation or inhibition of these calmodulin-dependent
protein kinases leads, via phosphorylation, to activation or inhi-
bition of proteins involved in the cell’s ultimate responses to the
first messenger.

Calmodulin is not, however, the only intracellular protein
influenced by Ca** binding. For example, you will learn in Chap-
ter 9 how Ca*" binds to a protein called troponin in certain types
of muscle to initiate contraction.

Finally, for reference purposes, Table 5.4 summarizes
the production and functions of the major second messengers
described in this chapter.

Other Messengers

In a few places in this text, you will learn about messengers that are
not as readily classified as those just described. Among these are the
eicosanoids. The eicosanoids are a family of molecules produced

TABLE 5.3 Ca** as a Second Messenger

Common Mechanisms by Which Stimulation of a Cell Leads to
an Increase in Cytosolic Ca** Concentration

I. Receptor activation

A. Plasma-membrane Ca*" channels open in response to a first
messenger; the receptor itself may contain the channel, or
the receptor may activate a G protein that opens the channel
via a second messenger.

B. Ca”" is released from the endoplasmic reticulum; this is
typically mediated by IP;.

C. Active Ca** transport out of the cell is inhibited by a second
messenger.

II. Opening of voltage-gated Ca>" channels

Major Mechanisms by Which an Increase in Cytosolic Ca**
Concentration Induces the Cell’s Responses

I. Ca”' binds to calmodulin. On binding Ca", the calmodulin
changes shape and becomes activated, which allows it to
activate or inhibit a large variety of enzymes and other proteins.
Many of these enzymes are protein kinases.

II. Ca*" combines with Ca®>"-binding proteins other than
calmodulin, altering their functions.
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Figure 5.11 Ca*', calmodulin, and the calmodulin-dependent
protein kinase system. (There are multiple calmodulin-dependent
protein kinases.) Table 5.3 summarizes the mechanisms for increasing
cytosolic Ca>* concentration.

from the polyunsaturated fatty acid arachidonic acid, which is pres-
ent in plasma membrane phospholipids. The eicosanoids include the
cyclic endoperoxides, the prostaglandins, the thromboxanes, and
the leukotrienes (Figure 5.12). They are generated in many kinds
of cells in response to different types of extracellular signals; these
include a variety of growth factors, immune defense molecules, and
even other eicosanoids. Thus, eicosanoids may act as both extracel-
lular and intracellular messengers, depending on the cell type.

The synthesis of eicosanoids begins when an appropriate
stimulus—hormone, neurotransmitter, paracrine substance, drug,
or toxic agent—binds its receptor and activates phospholipase A,,
an enzyme localized to the plasma membrane of the stimulated cell.
As shown in Figure 5.12, this enzyme splits off arachidonic acid
from the membrane phospholipids, and the arachidonic acid can
then be metabolized by two pathways. One pathway is initiated by
an enzyme called cyclooxygenase (COX) and leads ultimately to
formation of the cyclic endoperoxides, prostaglandins, and throm-
boxanes. The other pathway is initiated by the enzyme lipoxygenase
and leads to formation of the leukotrienes. Within both of these
pathways, synthesis of the various specific eicosanoids is enzyme-
mediated. Thus, beyond phospholipase A,, the eicosanoid-pathway
enzymes expressed in a particular cell determine which eicosanoids
the cell synthesizes in response to a stimulus.

Each of the major eicosanoid subdivisions contains more
than one member, as indicated by the use of the plural in referring
to them (prostaglandins, for example). On the basis of structural
differences, the different molecules within each subdivision are
designated by a letter—for example, PGA and PGE for prosta-
glandins of the A and E types, which then may be further subdi-
vided—for example, PGE,.

Once they have been synthesized in response to a stimu-
lus, the eicosanoids may in some cases act as intracellular mes-
sengers, but more often they are released immediately and act
locally. For this reason, the eicosanoids are usually categorized
as paracrine and autocrine substances. After they act, they are
quickly metabolized by local enzymes to inactive forms. The

TABLE 5.4 Reference Table of Important Second Messengers
Substance Source Effects
Ca* Enters cell through plasma membrane ion channels or is Activates protein kinase C, calmodulin, and
released into the cytosol from endoplasmic reticulum. other Ca**-binding proteins; Ca>"—calmodulin
activates calmodulin-dependent protein
kinases.
Cyclic AMP (cAMP) A G protein activates plasma membrane adenylyl cyclase, Activates cAMP-dependent protein kinase
which catalyzes the formation of cAMP from ATP. (protein kinase A).
Cyclic GMP (cGMP) Generated from guanosine triphosphate in a reaction Activates cGMP-dependent protein kinase
catalyzed by a plasma membrane receptor with guanylyl (protein kinase G).
cyclase activity.
Diacylglycerol (DAG) A G protein activates plasma membrane phospholipase Activates protein kinase C.

Inositol trisphosphate (IPs)
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C, which catalyzes the generation of DAG and IP; from
plasma membrane phosphatidylinositol bisphosphate
(PIP,).

See DAG above.

Releases Ca** from endoplasmic reticulum into
the cytosol.
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eicosanoids exert a wide array of effects, particularly on blood
vessels and in inflammation. Many of these will be described in
future chapters.

Certain drugs influence the eicosanoid pathway and are
among the most commonly used in the world today. Aspirin, for
example, inhibits cyclooxygenase and, therefore, blocks the syn-
thesis of the endoperoxides, prostaglandins, and thromboxanes.
It and other drugs that also block cyclooxygenase are collectively
termed nonsteroidal anti-inflammatory drugs (NSAIDs). Their
major uses are to reduce pain, fever, and inflammation. The term
nonsteroidal distinguishes them from synthetic glucocorticoids
(analogs of steroid hormones made by the adrenal glands) that
are used in large doses as anti-inflammatory drugs; these ste-
roids inhibit phospholipase A, and therefore block the production
of all eicosanoids.

Cessation of Activity in Signal Transduction
Pathways

Once initiated, signal transduction pathways are eventually shut
off, preventing chronic overstimulation of a cell, which can be
detrimental. The key event is usually the cessation of receptor
activation. Responses to messengers are transient events that
persist only briefly and subside when the receptor is no longer
bound to the first messenger. A major way that receptor acti-
vation ceases is by a decrease in the concentration of first-
messenger molecules in the region of the receptor. This occurs
as enzymes in the vicinity metabolize the first messenger, as the
first messenger is taken up by adjacent cells, or as it simply dif-
fuses away.

In addition, receptors can be inactivated in at least three
other ways: (1) The receptor becomes chemically altered (usu-
ally by phosphorylation), which may decrease its affinity for a

Figure 5.12 Pathways for eicosanoid synthesis and some of their
major functions. Phospholipase A, is the one enzyme common to

the formation of all the eicosanoids; it is the site at which stimuli

act. Anti-inflammatory steroids inhibit phospholipase A,. The

step mediated by cyclooxygenase is inhibited by aspirin and other
nonsteroidal anti-inflammatory drugs (NSAIDs). There are also drugs
available that inhibit the lipoxygenase enzyme, thereby blocking the
formation of leukotrienes. These drugs may be helpful in controlling
asthma, in which excess leukotrienes have been implicated in the
allergic and inflammatory components of the disease.

PHYSIOLOGICAL INQUIRY

® Based on the pathways shown in this figure, why are people
advised to avoid taking aspirin or other NSAIDs prior to a
surgical procedure?

Answer can be found at end of chapter.

first messenger, and so the messenger is released; (2) phos-
phorylation of the receptor may prevent further G-protein bind-
ing to the receptor; and (3) plasma membrane receptors may be
removed when the combination of first messenger and receptor
is taken into the cell by endocytosis. The processes described
here are physiologically controlled. For example, in many
cases the inhibitory phosphorylation of a receptor is mediated
by a protein kinase that was initially activated in response to
the first messenger. This receptor inactivation constitutes nega-
tive feedback.

This concludes our description of the basic principles
of signal transduction pathways. It is essential to recognize
that the pathways do not exist in isolation but may be active
simultaneously in a single cell, undergoing complex interac-
tions. This is possible because a single first messenger may
trigger changes in the activity of more than one pathway and,
much more importantly, because many different first messen-
gers may simultaneously influence a cell. Moreover, a great
deal of “cross talk” can occur at one or more levels among
the various signal transduction pathways. For example, active
molecules generated in the cAMP pathway can alter the activ-
ity of receptors and signaling molecules generated by other
pathways. H

SUMMARY

Receptors
I. Receptors for chemical messengers are proteins or glycoproteins
located either inside the cell or, much more commonly, in the plasma
membrane. The binding of a messenger by a receptor manifests
specificity, saturation, and competition.
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III.

Receptors are subject to physiological regulation by their own
messengers. This includes down- and up-regulation.

Different cell types express different types of receptors; even a
single cell may express multiple receptor types.

Signal Transduction Pathways

L

1L

III.

IV.

VL

VIL

VIIL

IX.

Binding a chemical messenger activates a receptor, and this
initiates one or more signal transduction pathways leading to the
cell’s response.

Lipid-soluble messengers bind to receptors inside the target cell.

The activated receptor acts in the nucleus as a transcription factor

to alter the rate of transcription of specific genes, resulting in a

change in the concentration or secretion of the proteins the genes

encode.

Water-soluble messengers bind to receptors on the plasma

membrane. The pathways induced by activation of the receptor

often involve second messengers and protein kinases.

a. The receptor may be a ligand-gated ion channel. The channel
opens, resulting in an electrical signal in the membrane and,
when Ca?" channels are involved, an increase in the cytosolic
Ca”" concentration.

b. The receptor may itself be an enzyme. With one exception, the
enzyme activity is that of a protein kinase, usually a tyrosine
kinase. The exception is the receptor that functions as a
guanylyl cyclase to generate cyclic GMP.

c. The receptor may activate a cytosolic janus kinase associated
with it.

d. The receptor may interact with an associated plasma
membrane G protein, which in turn interacts with plasma
membrane effector proteins—ion channels or enzymes.

The membrane effector enzyme adenylyl cyclase catalyzes the

conversion of cytosolic ATP to cyclic AMP. Cyclic AMP acts as

a second messenger to activate intracellular cAMP-dependent

protein kinase, which phosphorylates proteins that mediate the

cell’s ultimate responses to the first messenger.

The plasma membrane enzyme phospholipase C catalyzes the

formation of diacylglycerol (DAG) and inositol trisphosphate

(IP3). DAG activates protein kinase C, and IP; acts as a second

messenger to release Ca’" from the endoplasmic reticulum.

The calcium ion is one of the most widespread second

messengers.

a. An activated receptor can increase cytosolic Ca>"
concentration by causing certain Ca®" channels in the plasma
membrane and/or endoplasmic reticulum to open.

b. Ca®" binds to one of several intracellular proteins, most often
calmodulin. Calcium-activated calmodulin activates or inhibits
many proteins, including calmodulin-dependent protein
kinases.

The signal transduction pathways triggered by activated plasma

membrane receptors may influence genetic expression by

activating transcription factors.

Eicosanoids are derived from arachidonic acid, which is released

from phospholipids in the plasma membrane. They exert

widespread intracellular and extracellular effects on cell activity.

Cessation of receptor activity occurs when the first-messenger

molecule concentration decreases or when the receptor is

chemically altered or internalized, in the case of plasma
membrane receptors.

REVIEW QUESTIONS

1.
2.

132

What is the chemical nature of receptors? Where are they located?
Explain why different types of cells may respond differently to the
same chemical messenger.

Chapter 5

3. Describe the basis of down-regulation and up-regulation, and how
these processes are related to homeostasis.

4. What is the first step in the action of a messenger on a cell?

5. Describe the signal transduction pathway that lipid-soluble

messengers use.

6. Classify plasma membrane receptors according to the signal
transduction pathways they initiate.
7. What is the result of opening a membrane ion channel?
8. Contrast receptors that have intrinsic enzyme activity with those
associated with cytoplasmic janus kinases.
9. Describe the function of plasma membrane G proteins.
10. Draw a diagram describing the adenylyl cyclase—cAMP system.
11. Draw a diagram illustrating the phospholipase C/DAG/IP; system.
12. How does the Ca®"—calmodulin system function?
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A 3-year-old girl was seen by her pedia-
trician to determine the cause of a recent
increase in the rate of her weight gain. Her
height was normal (95 cm/37.4 inches) but
she weighed 16.5 kg (36.3 pounds), which
is in the 92nd percentile for her age. The
gir's mother—who was very short and
overweight—stated that the child seemed
listless at times and was rarely very active.
She was also prone to muscle cramps and
complained to her mother that her fingers
and toes “felt funny,” which the pediatrician was able to interpret
as tingling sensations. She had a good appetite but not one that
appeared unusual or extreme. The doctor suspected that the child
had developed a deficiency in the amount of thyroid hormone in her
blood. This hormone is produced by the thyroid gland in the neck
(look ahead to Figure 11.20) and is responsible in part for normal
metabolism, that is, the rate at which calories are expended. Too
little thyroid hormone typically results in weight gain and may also
cause fatigue or lack of energy. A blood test was performed, and
indeed the girl’s thyroid hormone concentration was low. Because
there are several conditions that may result in a deficiency of thyroid
hormone, an additional exam was performed. During that exam, the
physician noticed that the fourth metacarpals (the bones at the base
of the ring fingers) on each of the girl’s hands were shorter than nor-
mal, and he could feel hard bumps (nodules) just beneath the girl’s
skin at various sites on her body. He ordered a blood test for Ca®*
and for a hormone called parathyroid hormone (PTH).

PTH gets its name because the glands that produce it lie
adjacent (para) to the thyroid gland. PTH normally acts on the
kidneys and bones to maintain calcium ion homeostasis in the
blood.

Reflect and Review #1

B In what general ways is balance of Ca®" achieved in the
blood? (Refer back to Section 1.8 of Chapter 1 for help.)

Should the Ca®" concentration in the blood decrease for any
reason, PTH secretion will increase and stimulate the release of
Ca’* from bones into the blood. It also stimulates the retention of
Ca’" by the kidneys, such that less Ca®" is lost in the urine. These
two factors help to restore a normal blood Ca?' concentration—a
classic example of homeostasis through negative feedback. The
doctor suspected that the nodules he felt were Ca?* deposits and
that the shortened fingers were the result of improper bone forma-
tion during development due to a Ca®* imbalance. Abnormally low
blood Ca?* would also explain the muscle cramps and the tingling
sensations. This is because a homeostatic extracellular Ca®* con-
centration is also critical for normal function of muscles and nerves.
The results of the blood test confirmed that the Ca®" concentration
was lower than normal. A logical explanation for why Ca®* may be
low would be because PTH concentrations were low. Paradoxically,
however, the PTH concentration was increased in the girl’s blood.
This means that plenty of PTH was present but was somehow

Clinical Case Stlldy: A Child with Unexplained Weight Gain
and Calcium Imbalance

unable to act on its targets—the bones and kidneys—to maintain
Ca’* balance in the blood. What could prevent PTH from doing its
job? How might this be related to the thyroid hormone imbalance
that was responsible for the weight gain?

A genetic condition in which the PTH concentration in the
blood is high but Ca" is low is pseudohypoparathyroidism. The
prefix hypo in this context refers to “less than normal amounts of”
PTH in the blood. This girl’s condition seemed to fit a diagnosis of
hypoparathyroidism, because her Ca®" concentration was low and
she consequently demonstrated several symptoms characteristic of
low Ca?*. These findings would suggest that there was not enough
PTH available. However, because her PTH concentration was not
low—in fact, it was higher than normal—the condition is called
pseudo, or “false,” hypoparathyroidism.

A blood sample was taken from the girl and the white blood
cells were subjected to DNA analysis to test the possibility that a
mutation might exist in a gene required for PTH signaling.

Reflect and Review #2

B What is a mutation, and how might it result in a change in the
primary structure of a protein? (Refer back to Figures 2.16
and 2.17 for help.)

That analysis revealed that the girl was heterozygous for a
mutation in the GNAST gene, which encodes the alpha subunit of
the stimulatory G protein (Gs alpha). Recall from Figure 5.6 that G
couples certain plasma membrane receptors to adenylyl cyclase and
the production of cAMP, an important second messenger in many
cells. PTH is known to act by binding to a plasma membrane receptor
and activating adenylyl cyclase via this pathway. Because the girl had
decreased expression of normal G alpha, her cells were unable to
respond adequately to PTH, and consequently her blood concentra-
tion of Ca®" could not be maintained within the normal range, even
though she was not deficient in PTH.

PTH, however, is not the only messenger in the body that acts
through a Gs-coupled receptor linked to cAMP production: As you
have learned in this chapter, there are many other such molecules.
One of them is a hormone from the pituitary gland that stimulates
thyroid hormone production by the thyroid gland. This explains why
the young girl had a low thyroid hormone concentration in addition
to her PTH/Ca?" imbalance.

Pseudohypoparathyroidism is a very rare disorder, but it illus-
trates a larger and extremely important medical concern called tar-
get-organ resistance. Such diseases are characterized by normal or
even increased blood concentrations of signaling molecules such as
PTH, but insensitivity (that is, resistance) of a target organ (or organs)
to the molecule (Table 5.5). In our patient, the cause of the resistance
was insufficient Gg-alpha action due to an inherited mutation; in other
cases, it may result from defects in other aspects of cell signaling
pathways or in receptor structure. It is likely that the girl inherited the
mutation from her mother, who showed some similar symptoms.

The girl was treated with a thyroid hormone pill each day,
calcium tablets twice per day, and a derivative of vitamin D (which
helps the intestines absorb Ca®") twice per day. She will need to
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remain on this treatment plan for the rest of her life. In addition, it
will be important for her physician to monitor other physiological
functions mediated by other hormones that are known to act via

G, alpha.

Clinical term: pseudohypoparathyroidism

Mechanisms leading to target-organ

TABLE 5.5 resistance to chemical messengers such as
PTH.
Signaling Is there

Receptor for pathway activated Target
Messenger messenger (e.g. by messenger Organ
(e.g. PTH) PTH receptor) (e.g. cAMP) Resistance?
Present Present Present No

Missing/
Present Abnormal Present Yes

Yes (this

Present Present Missing/Abnormal  case study)

See Chapter 19 for complete, integrative case studies.

Answers appear in Appendix A.

cHAPTER 5 TEST QUESTIONS Recall and Comprehend

These questions test your recall of important details covered in this chapter. They also help prepare you for the type of questions
encountered in standardized exams. Many additional questions of this type are available on Connect® and LearnSmart®.

1-3: Match a receptor feature (a—e) with each choice.

1. Defines the situation when all receptor binding sites are occupied by a
messenger

2. Defines the strength of receptor binding to a messenger

3. Reflects the fact that a receptor normally binds only to a single messenger

Receptor feature:

a. affinity
b. saturation
c. competition

d. down-regulation
e. specificity

4. Which of the following intracellular or plasma membrane proteins requires
Ca” for full activity?
a. calmodulin
b. janus kinase (JAK)
¢. cAMP-dependent protein
kinase

d. guanylyl cyclase

5. Which is correct?

. cAMP-dependent protein kinase phosphorylates tyrosine residues.

. Protein kinase C is activated by cAMP.

. The subunit of G; proteins that activates adenylyl cyclase is the beta subunit.

. Lipid-soluble messengers typically act on receptors in the cell cytosol or
nucleus.

e. The binding site of a typical plasma membrane receptor for its

messenger is located on the cytosolic surface of the receptor.

oo o

6. Inhibition of which enzyme/enzymes would inhibit the conversion of
arachidonic acid to leukotrienes?
a. cyclooxygenase
b. lipoxygenase
c. phospholipase A,

d. adenylyl cyclase
e. bothbandc

7-10: Match each type of molecule with the correct choice (a—e); a given choice
may be used once, more than once, or not at all.

Molecule:
7. second messenger
8. example of a first messenger
9. part of a trimeric protein in membranes
10. enzyme
Choices:
a. neurotransmitter or hormone
b. cAMP-dependent protein kinase
calmodulin
Ca?t

e. alpha subunit of G proteins

& o

Answers appear in Appendix A.

cHAPTER 5 TEST QUESTIONS Apply, Analyze, and Evaluate

These questions, which are designed to be challenging, require you to integrate concepts covered in the chapter to draw your own
conclusions. See if you can first answer the questions without using the hints that are provided; then, if you are having difficulty, refer

back to the figures or sections indicated in the hints.

1. Patient A is given a drug that blocks the synthesis of all eicosanoids,
whereas patient B is given a drug that blocks the synthesis of leukotrienes
but none of the other eicosanoids. What enzymes do these drugs most likely
block? Hint: Refer back to the pathways covered in Figure 5.12.
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2. Certain nerves to the heart release the neurotransmitter norepinephrine.
If these nerves are removed in experimental animals, the heart becomes
extremely sensitive to the administration of a drug that is an agonist



of norepinephrine. Explain why this may happen, in terms of receptor protein, adenylyl cyclase, or cyclic AMP? Hint: The cAMP pathway is

physiology. Hint: See “Regulation of Receptors” in Section 5.1. covered in Figure 5.6.

3. A particular hormone is known to elicit—completely by way of the cyclic 4. If a drug were found that blocked all Ca®" channels that were directly
AMP system—six different responses in its target cell. A drug is found linked to G proteins, would this eliminate the function of Ca>" as a second
that eliminates one of these responses but not the other five. Which of the messenger? Why or why not? Hint: Refer to Table 5.3 for help.

following, if any, could the drug be blocking: the hormone’s receptors, Gy

cHAPTER 5 TEST QUESTIONS General Principles Assessment Answers appear in Appendix A.

These questions reinforce the key theme first introduced in Chapter 1, that general principles of physiology can be applied across all
levels of organization and across all organ systems.

1. What examples from this chapter demonstrate the general principle 2. Another general principle of physiology states that physiological processes
of physiology that controlled exchange of materials occurs between require the transfer and balance of matter and energy. How is energy
compartments and across cell membranes? Specifically, how is this related balance related to intracellular signaling?

to another general principle of physiology, namely, information flow
between cells, tissues, and organs is an essential feature of homeostasis
and allows for integration of physiological processes?

cHAPTER 5 ANSWERS TO PHYSIOLOGICAL INQUIRY QUESTIONS

Figure 5.3 The structures of both the messenger and its receptors determine different signaling pathway might inhibit the same biochemical process.
their ability to bind to each other with specificity. It is the binding of In this way, the biochemical process can be tightly regulated.
a messenger to a receptor that causes the activation (function) of the
receptor. In addition, any molecule with a structure that is sufficiently
similar to that of the messenger may also bind that receptor; in the case
of competitors, this may decrease the function of the messenger-receptor
system. The specificity of the messenger-receptor interaction allows each
messenger to exert a discrete action. This is the basis of many therapeutic
drugs that are used to block the deleterious effects of an excess of
naturally occurring messengers.

Figure 5.8 Enzymes can generate large amounts of product without being
consumed. This is an extremely efficient way to generate a second
messenger like cAMP. Enzymes have many other advantages (see
Table 3.4), including the ability to have their activities fine-tuned by
other inputs (see Figures 3.36 to 3.38). This enables the cell to adjust its
response to a first messenger depending on the other conditions present.

Figure 5.9 Not necessarily. In some cases, a kinase may phosphorylate the
same protein in many different types of cells. However, many cells also
express certain cell-specific proteins that are not found in all tissues, and
some of these proteins may be substrates for cAMP-dependent protein
kinase. Thus, the proteins that are phosphorylated by a given kinase
depend upon the cell type, which makes the cellular response tissue-
specific. As an example, in the kidneys, cAMP-dependent protein kinase
phosphorylates proteins that insert water channels in cell membranes
and thereby decrease urine volume, whereas in heart muscle the same
kinase phosphorylates Ca** channels that increase the strength of muscle
contraction.

Figure 5.4 The lipid nature of certain messengers makes it possible
for them to diffuse through the lipid bilayer of a plasma membrane.
Consequently, the receptors for such messengers exist inside the cell. By
contrast, hydrophilic messengers cannot penetrate a lipid bilayer, and
as a result their receptors are located within plasma membranes with an
extracellular component that can detect specific ligands. Therefore, the
cellular location of receptors for chemical messengers depends upon the
chemical characteristics of the messengers, which, in turn, determines
their permeability through cell membranes.

Figure 5.5 Expressing more than one type of receptor allows a cell to
respond to more than one type of first messenger. For example, one first
messenger might activate a particular biochemical pathway in a cell
by activating one type of receptor and signaling pathway. By contrast,
another first messenger acting on a different receptor and activating a

Figure 5.12 Aspirin and NSAIDs block the cyclooxygenase pathway. This
includes the pathway to the production of thromboxanes, which as shown
in the figure are important for blood clotting. Because of the risk of
bleeding that occurs with any type of surgery, the use of such drugs prior
to the surgery may increase the likelihood of excessive bleeding.
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B !1‘41"%(

8

7

cerebellum with extensive processes arising from a cell body.
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hapters 1-5 examined the general physiological principle

of homeostasis, the basic chemistry of the body, and the

general structure and function of all body cells. Now we
turn our attention to the structure and function of a specific organ
system and its cells—the nervous system. The nervous system is
composed of trillions of cells distributed in a network throughout
the brain, spinal cord, and periphery. It has a key role in the
maintenance of homeostasis of nearly all physiological variables.
It does this by mediating information flow that coordinates
the activity of widely dispersed cells, tissues, and organs, both
internally and with the external environment. Among its many
functions are activation of muscle contraction (Chapters 9 and
10); integration of blood oxygen, carbon dioxide, and pH levels
with respiratory system activity (Chapter 13); regulation of
volumes and pressures in the circulation by acting on elements of
the circulatory system (Chapter 12) and urinary system
(Chapter 14); and modulating digestive system motility and
secretion (Chapter 15). The nervous system is one of the two
major control systems of the body; the other is the endocrine

system (Chapter 11). Unlike the relatively slow, long-lasting
signals of the endocrine system that are released into the
blood, the nervous system sends rapid electrical signals that
communicate directly from one cell to another.

As you read about the structure and function of neurons
and the nervous system in this chapter, you will encounter
numerous examples of the general principles of physiology
that were outlined in Chapter 1. Section A highlights how the
structure of neurons contributes to their specialized functions in
mediating the information flow between organs and integration
of homeostatic processes. In Section B, controlled exchange
of materials (ions) across cellular membranes and the laws of
chemistry and physics will be key principles underlying the
electrical properties of neurons. Information flow that allows
for integration of physiological processes between cells of the
nervous system is the theme of Section C. In Section D, you will
see how the nervous system illustrates the general principle of
physiology that most physiological functions are controlled by
multiple regulatory systems, often working in opposition. H

SECTION A
Cells of the Nervous System

The various structures of the nervous system are intimately inter-
connected, but for convenience we divide them into two parts: (1)
the central nervous system (CNS), composed of the brain and
spinal cord; and (2) the peripheral nervous system (PNS), con-
sisting of the nerves that connect the brain and spinal cord with
the body’s muscles, glands, sense organs, and other tissues.

The functional unit of the nervous system is the indi-
vidual cell, or neuron. Neurons operate by generating electri-
cal signals that move from one part of the cell to another part
of the same cell or to neighboring cells. In most neurons, the
electrical signal causes the release of chemical messengers—
neurotransmitters—to communicate with other cells. Most neu-
rons serve as integrators because their output reflects the balance
of inputs they receive from up to hundreds of thousands of other
neurons.

The other major cell types of the nervous system are non-
neuronal cells called glial cells. These cells generally do not
participate directly in electrical communication from cell to cell
as do neurons, but they are very important in various supportive
functions for neurons.

6.1 Structure and Maintenance
of Neurons

Neurons occur in a wide variety of sizes and shapes, but all share
features that allow cell-to-cell communication. Long exten-
sions, or processes, connect neurons to each other and perform
the neurons’ input and output functions. As shown in Figure 6.1,
most neurons contain a cell body and two types of processes—
dendrites and axons.

A neuron’s cell body (or soma) contains the nucleus and
ribosomes and thus has the genetic information and machinery
necessary for protein synthesis. The dendrites are a series of

highly branched outgrowths of the cell that receive incoming
information from other neurons. Branching dendrites increase
a cell’s surface area—some CNS neurons may have as many as
400,000 dendrites. Knoblike outgrowths called dendritic spines
increase the surface area of dendrites still further. Thus, the struc-
ture of dendrites in the CNS increases a cell’s capacity to receive
signals from many other neurons.

(a) (b)
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m Figure 6.1 (a) Diagrammatic representation of one type of
neuron. The break in the axon indicates that axons may extend for long
distances; in fact, they may be 5000 to 10,000 times longer than the cell
body is wide. This neuron is a common type, but there is a wide variety
of neuronal morphologies, some of which have no axons. (b) A neuron
as observed through a microscope. Dendritic spines and axon terminals
cannot be seen at this magnification.
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The axon, sometimes also called a nerve fiber, is a long
process that extends from the cell body and carries outgoing
signals to its target cells. In humans, axons range in length
from a few microns to over a meter. The region of the axon
that arises from the cell body is known as the initial segment
(or axon hillock). The initial segment is the location where,
in most neurons, propagated electrical signals are generated.
These signals then propagate away from the cell body along the
axon. The axon may have branches, called collaterals. Near
their ends, both the axon and its collaterals undergo further
branching (see Figure 6.1). The greater the degree of branching
of the axon and axon collaterals, the greater the cell’s sphere of
influence.

Each branch ends in an axon terminal, which is responsible
for releasing neurotransmitters from the axon. These chemical
messengers diffuse across an extracellular gap to the cell opposite
the terminal. Alternatively, some neurons release their chemical
messengers from a series of bulging areas along the axon known
as varicosities.

The axons of many neurons are covered by sheaths of
myelin (Figure 6.2), which usually consists of 20 to 200 layers of
highly modified plasma membrane wrapped around the axon by a
nearby supporting cell. In the brain and spinal cord, these myelin-
forming cells are a type of glial cell called oligodendrocytes.
Each oligodendrocyte may branch to form myelin on as many as
40 axons. In the PNS, glial cells called Schwann cells form indi-
vidual myelin sheaths surrounding 1- to 1.5-mm-long segments at
regular intervals along some axons. The spaces between adjacent
sections of myelin where the axon’s plasma membrane is exposed
to extracellular fluid are called the nodes of Ranvier. As we will
see, the myelin sheath speeds up conduction of the electrical sig-
nals along the axon and conserves energy.

To maintain the structure and function of the axon, vari-
ous organelles and other materials must move as far as 1 meter
between the cell body and the axon terminals. This movement,
termed axonal transport, depends on a scaffolding of microtu-
bule “rails” running the length of the axon and specialized types
of motor proteins known as Kinesins and dyneins (Figure 6.3).
At one end, these double-headed motor proteins bind to their
cellular cargo, and the other end uses energy derived from the
hydrolysis of ATP to “walk” along the microtubules. Kinesin
transport mainly occurs from the cell body toward the axon ter-
minals (anterograde) and is important in moving nutrient mol-
ecules, enzymes, mitochondria, neurotransmitter-filled vesicles,
and other organelles. Dynein movement is in the other direction
(retrograde), carrying recycled membrane vesicles, growth fac-
tors, and other chemical signals that can affect the neuron’s mor-
phology, biochemistry, and connectivity. Retrograde transport is
also the route by which some harmful agents invade the CNS,
including tetanus toxin and the herpes simplex, rabies, and polio
viruses.

6.2 Functional Classes of Neurons

Neurons can be divided into three functional classes: afferent neu-
rons, efferent neurons, and interneurons (Figure 6.4a). Afferent
neurons convey information from the tissues and organs of the
body foward the CNS. Efferent neurons convey information
away from the CNS to effector cells like muscle, gland, or other
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AP|R) Figure 6.2 (a) Myelin formed by Schwann cells, and
(b) oligodendrocytes on axons. (c) False color photomicrograph of a
section through a myelinated axon in the PNS.

cell types. Interneurons connect neurons within the CNS. As a
rough estimate, for each afferent neuron entering the CNS, there
are 10 efferent neurons and 200,000 interneurons. Thus, the great
majority of neurons are interneurons.

At their peripheral ends (the ends farthest from the CNS),
afferent neurons have sensory receptors, which respond to
various physical or chemical changes in their environment by
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Figure 6.3 Axonal transport along microtubules by dynein and kinesin.

generating electrical signals in the neuron. The receptor region
may be a specialized portion of the plasma membrane or a sepa-
rate cell closely associated with the neuron ending. (Recall from
Chapter 5 that the term receptor has two distinct meanings, the
one defined here and the other referring to the specific proteins
a chemical messenger combines with to exert its effects on a tar-
get cell.) Afferent neurons propagate electrical signals from their
receptors into the brain or spinal cord.

Afferent neurons have a shape that is distinct from that dia-
grammed in Figure 6.1, because they have only a single process
associated with the cell body, usually considered an axon. Shortly
after leaving the cell body, the axon divides. One branch, the
peripheral process, begins where the afferent terminal branches
converge from the receptor endings. The other branch, the cen-
tral process, enters the CNS to form junctions with other neurons.
Note in Figure 6.4 that for afferent neurons, both the cell body and
the long axon are outside the CNS and only a part of the central
process enters the brain or spinal cord.

Efferent neurons have a shape like that shown in Figure 6.1.
Generally, their cell bodies and dendrites are within the CNS,
and the axons extend out to the periphery. There are exceptions,
however, such as in the enteric nervous system of the gastrointes-
tinal tract described in Chapter 15. Groups of afferent and effer-
ent neuron axons, together with myelin, connective tissue, and
blood vessels, form the nerves of the PNS (Figure 6.4b). Note
that nerve fiber is a term sometimes used to refer to a single axon,
whereas a nerve is a bundle of axons (fibers) bound together by
connective tissue.

Interneurons lie entirely within the CNS. They account
for over 99% of all neurons and have a wide range of physiolog-
ical properties, shapes, and functions. The number of interneu-
rons interposed between specific afferent and efferent neurons
varies according to the complexity of the action they control.

Dynein
protein

Recycled
membrane
vesicle

The knee-jerk reflex elicited by tapping below the kneecap
activates thigh muscles largely without interneurons—most of
the afferent neurons interact directly with efferent neurons. In
contrast, when you hear a song or smell a certain perfume that
evokes memories of someone you know, millions of interneu-
rons may be involved.

Table 6.1 summarizes the characteristics of the three func-
tional classes of neurons.

The anatomically specialized junction between two neu-
rons where one neuron alters the electrical and chemical activ-
ity of another is called a synapse. At most synapses, the signal
is transmitted from one neuron to another by neurotransmitters,
a term that also includes the chemicals efferent neurons
use to communicate with effector cells (e.g., a muscle cell).
The neurotransmitters released from one neuron alter the receiv-
ing neuron by binding with specific protein receptors on the mem-
brane of the receiving neuron. (Once again, do not confuse this
use of the term receptor with the sensory receptors at the periph-
eral ends of afferent neurons.)

Most synapses occur between an axon terminal of one neu-
ron and a dendrite or the cell body of a second neuron. A neuron
that conducts a signal toward a synapse is called a presynaptic
neuron, whereas a neuron conducting signals away from a syn-
apse is a postsynaptic neuron. Figure 6.5 shows how, in a multi-
neuronal pathway, a single neuron can be postsynaptic to one cell
and presynaptic to another. A postsynaptic neuron may have thou-
sands of synaptic junctions on the surface of its dendrites and cell
body, so that signals from many presynaptic neurons can affect it.
Interconnected in this way, the many millions of neurons in the
nervous system exemplify the general principle of physiology that
information flow between cells, tissues, and organs is an essen-
tial feature of homeostasis and allows for complex integration of
physiological processes.

Neuronal Signaling and the Structure of the Nervous System 139



(@)

Central nervous system

Peripheral nervous system

Cell body
Cell body & Afferent neuron Afferent termi?als
2 f
Q- J K Sensory receptor
|—Axon Axon | \\
(central process) (peripheral process)
Interneurons D ."\4-

onn Axon Axon terminal

D) \ Muscle, gland, or neuron
Efferent neuron
Blood vessel

Bundle of axons

TABLE 6.1

Characteristics of Three Classes
of Neurons

I. Afferent neurons
A. Transmit information into the CNS from receptors at their
peripheral endings
B. Single process from the cell body splits into a long
peripheral process (axon) that is in the PNS and a short
central process (axon) that enters the CNS

II. Efferent neurons
A. Transmit information out of the CNS to effector cells,
particularly muscles, glands, neurons, and other cells
B. Cell body with multiple dendrites and a small segment of the
axon are in the CNS; most of the axon is in the PNS
III. Interneurons
A. Function as integrators and signal changers
B. Integrate groups of afferent and efferent neurons into reflex
circuits
C. Lie entirely within the CNS
D. Account for > 99% of all neurons
140 Chapter 6

AP|R) Figure 6.4 (a) Three classes of neurons. The arrows
indicate the direction of transmission of neural activity. Afferent
neurons in the PNS generally receive input at sensory receptors
(in some cases, the afferent terminal branches themselves are
modified into a sensory receptor). Efferent components of the
PNS may terminate on muscle, gland, neuron, or other effector
cells. Both afferent and efferent components may consist of two
neurons, not one as shown here. (b) Tranverse section of a nerve
as seen in a light micrograph (magnification approximately 50x).
A nerve is a collection of neuron axons encased in connective
tissue and is located in the peripheral nervous system.

Connective
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6.3 Glial Cells

According to recent analyses, neurons account for only about half
of the cells in the human CNS. As mentioned earlier, the remain-
der are glial cells (glia, “glue”). Glial cells surround the axon and
dendrites of neurons, and provide them with physical and meta-
bolic support. Unlike most neurons, glial cells retain the capacity
to divide throughout life. Consequently, many CNS tumors actu-
ally originate from glial cells rather than from neurons (see Case D
in Chapter 19 for an example).

There are several different types of glial cells found in the
CNS (Figure 6.6). One type discussed earlier is the oligodendro-
cyte, which forms the myelin sheath of CNS axons.

A second type of CNS glial cell, the astrocyte, helps reg-
ulate the composition of the extracellular fluid in the CNS by
removing potassium ions and neurotransmitters around synapses.
Another important function of astrocytes is to stimulate the for-
mation of tight junctions (review Figure 3.9) between the cells that
make up the walls of capillaries found in the CNS. This forms the
blood-brain barrier, which is a much more selective filter for
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exchanged substances than is present between the blood and most
other tissues. Astrocytes also sustain the neurons metabolically—
for example, by providing glucose and removing the secreted
metabolic waste product ammonia. In embryos, astrocytes guide
CNS neurons as they migrate to their ultimate destination, and
they stimulate neuronal growth by secreting growth factors. In
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addition, astrocytes have many neuronlike characteristics. For
example, they have ion channels, receptors for certain neurotrans-
mitters and the enzymes for processing them, and the capability
of generating weak electrical responses. Thus, in addition to their
well defined functions, it is speculated that astrocytes may take
part in information signaling in the brain.

The microglia, a third type of CNS glial cell, are special-
ized, macrophage-like cells that perform immune functions in the
CNS, and may also contribute to synapse remodeling and plastic-
ity. Lastly, ependymal cells line the fluid-filled cavities within
the brain and spinal cord and regulate the production and flow of
cerebrospinal fluid, which will be described later.

Schwann cells, the glial cells of the PNS, have most of the
properties of the CNS glia. As mentioned earlier, Schwann cells
produce the myelin sheath of the axons of the peripheral neurons.

6.4 Neural Growth and Regeneration

The elaborate networks of neuronal processes that characterize
the nervous system depend upon the outgrowth of specific axons
to specific targets.

Growth and Development of Neurons

Development of the nervous system in the embryo begins with a
series of divisions of undifferentiated precursor cells (stem cells)
that can develop into neurons or glia. After the last cell division,
each neuronal daughter cell differentiates, migrates to its final
location, and sends out processes that will become its axon and
dendrites. A specialized enlargement, the growth cone, forms the
tip of each extending axon and is involved in finding the correct
route and final target for the process.

As the axon grows, it is guided along the surfaces of other
cells, most commonly glial cells. Which route the axon follows
depends largely on attracting, supporting, deflecting, or inhibit-
ing influences exerted by several types of molecules. Some of
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Myelin (cut)

Microglia
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these molecules, such as cell adhesion molecules, reside on the
membranes of the glia and embryonic neurons. Others are sol-
uble neurotrophic factors (growth factors for neural tissue) in
the extracellular fluid surrounding the growth cone or its distant
target.

Once the target of the advancing growth cone is reached,
synapses form. During these early stages of neural development—
which occur during all trimesters of pregnancy and into infancy—
alcohol and other drugs, radiation, malnutrition, and viruses can
exert effects that cause permanent damage to the developing
fetal nervous system.

A surprising aspect of development of the nervous system
occurs after growth and projection of the axons. Many of the
newly formed neurons and synapses degenerate. In fact, as many
as 50% to 70% of neurons undergo a programmed self-destruction
called apoptosis in the developing CNS. Exactly why this seem-
ingly wasteful process occurs is unknown, although neuroscien-
tists speculate that this refines or fine-tunes connectivity in the
nervous system.

Throughout the life span, our brain has an amazing abil-
ity to modify its structure and function in response to stimula-
tion or injury, a characteristic known as plasticity. This may
involve the generation of new neurons, but particularly involves
the remodeling of synaptic connections. These events are stim-
ulated by exercise and by engaging in cognitively challenging
activities.

The degree of neural plasticity varies with age. For many
neural systems, the critical time window for development occurs
at a fairly young age. In visual pathways, for example, regions of
the brain involved in processing visual stimuli are permanently
impaired if no visual stimulation is received during a critical
time, which peaks between 1 and 2 years of age. By contrast, the
ability to learn a language undergoes a slower and more subtle
change in plasticity—humans learn languages relatively eas-
ily and quickly until adolescence, but learning becomes slower
and more difficult as we proceed from adolescence through
adulthood.

The basic shapes and locations of major neuronal circuits
in the mature CNS do not change once formed. However, the
creation and removal of synaptic contacts begun during fetal
development continue throughout life as part of normal growth,
learning, and aging. Also, although it was previously thought
that production of new neurons ceased around the time of birth,
a growing body of evidence now indicates that the ability to pro-
duce new neurons is retained in some brain regions throughout
life. For example, cognitive stimulation and exercise have both
been shown to increase the number of neurons in brain regions
associated with learning even in adults. In addition, the effec-
tiveness of some antidepressant medications has been shown to
depend upon the production of new neurons in regions involved
in emotion and motivation (Chapter 8).

Regeneration of Axons

If axons are severed, they can repair themselves and restore signif-
icant function provided that the damage occurs outside the CNS
and does not affect the neuron’s cell body. After such an injury,
the axon segment that is separated from the cell body degenerates.
The part of the axon still attached to the cell body then gives rise
to a growth cone, which grows out to the effector organ so that
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function can be restored. Return of function following a peripheral
nerve injury is delayed because axon regrowth proceeds at a rate
of only about 1 mm per day. So, for example, if afferent neurons
from your thumb were damaged by an injury in the area of your
shoulder, it might take 2 years for sensation in your thumb to be
restored.

Spinal injuries typically crush rather than cut the tissue,
leaving the axons intact. In this case, a primary problem is self-
destruction (apoptosis) of the nearby oligodendrocytes. When
these cells die and their associated axons lose their myelin sheath,
the axons cannot transmit information effectively. Severed axons
within the CNS may grow small new extensions, but no significant
regeneration of the axon occurs across the damaged site, and there
are no well-documented reports of significant return of function.
Functional regeneration is prevented either by some basic differ-
ence of CNS neurons or some property of their environment, such
as inhibitory factors associated with nearby glia. Presumably,
there was selection pressure during evolution to limit growth of
neurons in the mature CNS to minimize the possibility of disrupt-
ing the precise architecture of the complex neuronal networks that
exist throughout the brain.

Researchers are trying a variety of ways to provide an envi-
ronment that will support axonal regeneration in the CNS. They
are creating tubes to support regrowth of the severed axons, redi-
recting the axons to regions of the spinal cord that lack growth-
inhibiting factors, preventing apoptosis of the oligodendrocytes so
myelin can be maintained, and supplying neurotrophic factors that
support recovery of the damaged tissue.

Medical researchers are also attempting to restore function to
damaged or diseased spinal cords and brains by implanting undif-
ferentiated stem cells that will develop into new neurons and replace
missing neurotransmitters or neurotrophic factors. Initial stem cell
research focused on the use of embryonic and fetal stem cells, which,
while yielding promising results, raises ethical concerns. Recently,
however, researchers have developed promising techniques using
stem cells isolated from adults, and using adult cells that have been
induced to revert to a stem-cell-like state.

SECTION A SUMMARY

Structure and Maintenance of Neurons

I. The nervous system is divided into two parts. The central nervous
system (CNS) consists of the brain and spinal cord, and the PNS
consists of nerves outside of the CNS.

II. The basic unit of the nervous system is the nerve cell, or neuron.
[II. The cell body and dendrites receive information from other neurons.
IV. The axon (nerve fiber), which may be covered with sections of

myelin separated by nodes of Ranvier, transmits information to
other neurons or effector cells.

Functional Classes of Neurons
I. Neurons are classified in three ways:

a. Afferent neurons transmit information into the CNS from
receptors at their peripheral endings.

b. Efferent neurons transmit information out of the CNS to
effector cells.

c. Interneurons lie entirely within the CNS and form circuits with
other interneurons or connect afferent and efferent neurons.

II. Neurotransmitters, which are released by a presynaptic neuron and
combine with protein receptors on a postsynaptic neuron, transmit
information across a synapse.



Glial Cells
I. The CNS also contains glial cells, which help regulate the
extracellular fluid composition, sustain the neurons metabolically,
form myelin and the blood-brain barrier, serve as guides for
developing neurons, provide immune functions, and regulate
cerebrospinal fluid.

Neural Growth and Regeneration
I. Neurons develop from stem cells, migrate to their final locations,
and send out processes to their target cells.
II. Cell division to form new neurons and the plasticity to remodel

after injury markedly decrease between birth and adulthood.

III. After degeneration of a severed axon, damaged peripheral
neurons may regrow the axon to their target organ. Functional
regeneration of severed CNS axons does not usually occur.

SECTION A REVIEW QUESTIONS

1. Describe the direction of information flow through a neuron in
response to input from another neuron. What is the relationship
between the presynaptic neuron and the postsynaptic neuron?

2. Contrast the two uses of the word receptor.

3. Where are afferent neurons, efferent neurons, and interneurons
located in the nervous system? Are there places where all three
could be found?

SECTION A KEY TERMS

central nervous system (CNS)
glial cells
neuron

neurotransmitters
peripheral nervous system (PNS)

SECTION B

Membrane Potentials

6.5 Basic Principles of Electricity

This section provides an excellent demonstration of the general
principle of physiology that physiological processes are dic-
tated by the laws of chemistry and physics, notably those that
determine the net flux of charged molecules. As discussed in
Chapter 4, the predominant solutes in the extracellular fluid are
sodium and chloride ions. The intracellular fluid contains high
concentrations of potassium ions and ionized nonpenetrating
molecules, particularly phosphate compounds and proteins with
negatively charged side chains. Electrical phenomena resulting
from the distribution of these charged particles occur at the cell’s
plasma membrane and have a significant function in signal inte-
gration and cell-to-cell communication, the two major functions
of the neuron.

A fundamental physical principle is that charges of the same
type repel each other—positive charge repels positive charge, and
negative charge repels negative charge. In contrast, oppositely
charged substances attract each other and will move toward each
other if not separated by some barrier (Figure 6.7).

Separated electrical charges of opposite sign have the poten-
tial to do work if they are allowed to come together. This poten-
tial is called an electrical potential or, because it is determined

6.1 Structure and Maintenance of Neurons

anterograde initial segment
axon kinesins
axonal transport myelin

axon terminal nerve fiber

cell body nodes of Ranvier
collaterals oligodendrocytes
dendrites retrograde
dendritic spines Schwann cells
dyneins varicosities

6.2 Functional Classes of Neurons

afferent neurons
efferent neurons

postsynaptic neuron
presynaptic neuron

interneurons sensory receptors
nerves synapse

6.3 Glial Cells

astrocyte ependymal cells

blood—brain barrier microglia

6.4 Neural Growth and Regeneration

growth cone

SECTION A CLINICAL TERMS

6.4 Neural Growth and Regeneration

plasticity

Parkinson’s disease

by the difference in the amount of charge between two points, a
potential difference (often referred to simply as the potential).
The units of electrical potential are volts. The total charge that
can be separated in most biological systems is very small, so the
potential differences are small and are measured in millivolts
(I mV = 0.001 V).

The movement of electrical charge is called a current. The
electrical potential between charges tends to make them flow, pro-
ducing a current. If the charges are opposite, the current brings
them toward each other; if the charges are alike, the current
increases the separation between them. The amount of charge that
moves—in other words, the magnitude of the current—depends
on the potential difference between the charges and on the nature
of the material or structure through which they are moving. The
hindrance to electrical charge movement is known as resistance.
If resistance is high, the current flow will be low. The effect of
voltage V and resistance R on current / is expressed in Ohm’s law:

Materials that have a high electrical resistance reduce cur-
rent flow and are known as insulators. Materials that have a low
resistance allow rapid current flow and are called conductors.
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Figure 6.7 (a) Types of electrical interactions. (b) Effects on
electrical forces of quantity and distance between charges.

Water that contains dissolved ions is a relatively good con-
ductor of electricity because the ions can carry the current. As we
have seen, the intracellular and extracellular fluids contain many
ions and can therefore carry current. Lipids, however, contain
very few charged groups and cannot carry current. Therefore, the
lipid layers of the plasma membrane are regions of high electrical
resistance separating the intracellular fluid and the extracellular
fluid, two low-resistance aqueous compartments.

6.6 The Resting Membrane Potential

At rest, neurons have a potential difference across their plasma
membranes, with the inside of the cell negatively charged with
respect to the outside (Figure 6.8). This potential is the resting
membrane potential (abbreviated Vm).

By convention, extracellular fluid is designated as the volt-
age reference point, and the polarity (positive or negative) of the
membrane potential is stated in terms of the sign of the excess
charge on the inside of the cell by comparison. For example, if the
intracellular fluid has an excess of negative charge and the poten-
tial difference across the membrane has a magnitude of 70 mV,
we say that the membrane potential is —70 mV (inside relative to
outside). Keep in mind that volts are a measure of the difference
in charge across a membrane; a Vm of —70 mV does not say any-
thing about the absolute number of negative and positive charges
that exist on either side of a membrane.

Nature and Magnitude of the Resting
Membrane Potential

The magnitude of the resting membrane potential in neurons is
generally in the range of —40 to —90 mV. The resting membrane
potential holds steady unless changes in electrical current alter
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Figure 6.8 (a) Apparatus for measuring membrane potentials.

The voltmeter records the difference between the intracellular and
extracellular electrodes. (b) The potential difference across a plasma
membrane as measured by an intracellular microelectrode. The asterisk
indicates the moment the electrode entered the cell.

the potential. By definition, a cell under such conditions would no
longer be “resting.”

The resting membrane potential exists because of a tiny
excess of negative ions inside the cell and an excess of positive
ions outside. The excess negative charges inside are electrically
attracted to the excess positive charges outside the cell, and vice
versa. Thus, the excess charges (ions) collect in a thin shell tight
against the inner and outer surfaces of the plasma membrane
(Figure 6.9), whereas the bulk of the intracellular and extracel-
lular fluid remains electrically neutral. Unlike the diagrammatic
representation in Figure 6.9, the number of positive and negative
charges that have to be separated across a membrane to account
for the potential is actually an infinitesimal fraction of the total
number of charges in the two compartments.

Table 6.2 lists the concentrations of sodium, potassium,
and chloride ions in the extracellular fluid and in the intracellular
fluid of a representative neuron. Each of these ions has a 10- to
30-fold difference in concentration between the inside and the
outside of the cell. Although this table appears to contradict our
earlier assertion that the bulk of the intracellular and extracel-
lular fluid is electrically neutral, there are many other ions not
listed, including Mg>*, Ca®*, H", HCO;~, HPO,”", SO,*", and
ionized organic compounds including amino acids, and proteins.
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Figure 6.9 The excess positive charges outside the cell and the
excess negative charges inside collect in a tight shell against the plasma
membrane. In reality, these excess charges are only an extremely small
fraction of the total number of ions inside and outside the cell.

When all ions are accounted for, each solution is indeed electri-
cally neutral. Of the ions that can flow across the membrane and
affect its electrical potential, Na*, K*, and C1™ are present in the
highest concentrations, and the membrane permeability to each
is independently determined. Na* and K™ generally make the
most important contributions in generating the resting membrane
potential, but in some cells CI™ is also a factor. Notice that the
Na® and CI~ concentrations are lower inside the cell than out-
side, and that the K* concentration is greater inside the cell. The
concentration differences for Na™ and K" are established by the
action of the sodium/potassium-ATPase pump (Na*/K"-ATPase,
Chapter 4) that pumps Na™ out of the cell and K into it. The
reason for the C1™ distribution varies between cell types, as will
be described later.

The magnitude of the resting membrane potential depends
mainly on two factors: (1) differences in specific ion concentra-
tions in the intracellular and extracellular fluids; and (2) differ-
ences in membrane permeabilities to the different ions, which
reflect the number of open channels for the different ions in the
plasma membrane. A third factor, a direct contribution from ion
pumps, has a lesser role. We will examine each of these in detail.

Distribution of Major Mobile Ions Across

TABLE 6.2  the Plasma Membrane of a Typical

Neuron

Concentration (mmol/L)

Ion Extracellular Intracellular
Na* 145 15

ClI” 100 7

K* 5 150

A more accurate measure of electrical driving force can be obtained using a measurement called
milliequivalents/L (mEq/L), which factors in ion valence. Because all the ions in this table have a valence
of 1, the mEg/L is the same as the mmol/L concentration.

*Intracellular C1” concentration varies significantly between neurons due to differences in expression of
membrane transporters and channels.

Contribution of Ion Concentration Differences

To understand how concentration differences for Na* and K"
create membrane potentials, first consider what happens when
the membrane is permeable (has open channels) to only one ion
(Figure 6.10). In this hypothetical situation, assume that the
membrane contains K™ channels but no Na* or Cl~ channels.
Initially, compartment 1 contains 0.15 M NaCl, compartment
2 contains 0.15 M KCl, and no ion movement occurs because the
channels are closed (Figure 6.10a). There is no potential differ-
ence across the membrane because the two compartments contain
equal numbers of positive and negative ions. The positive ions are
different—Na™ versus K, but the fotal numbers of positive ions
in the two compartments are the same, and each positive ion bal-
ances a chloride ion.

However, if these K channels are opened, K" will diffuse
down its concentration gradient from compartment 2 into com-
partment 1 (Figure 6.10b). Sodium ions will not be able to move
across the membrane. After a few potassium ions have moved into
compartment 1, that compartment will have an excess of positive

@ Compartment 1 Compartment 2
0.15M 0.15M
NaCl KCI
(b)
-
< K*
Na*—]
(c)
K
+ _+ |-
Na* 5]
(d)
K+<—:J‘: K+
Na* 5|
(e)
CSE K
Na* 3"

Figure 6.10 Generation of a potential across a membrane due
to diffusion of K* through K* channels (red). Arrows represent
ion movements; as in Figure 4.3, arrow length represents the
magnitude of the flux. See the text for a complete explanation of
the steps a—e.

PHYSIOLOGICAL INQUIRY

® [n setting up this experiment, 0.15 mole of NaCl was placed in
compartment 1, 0.15 mole of KCI was placed in compartment
2, and each compartment has a volume of 1 liter. What is the
approximate total solute concentration in each compartment at
equilibrium (that is, in panel e)?

Answer can be found at end of chapter.

Neuronal Signaling and the Structure of the Nervous System 145



charge, leaving behind an excess of negative charge in compart-
ment 2 (Figure 6.10c¢). Thus, a potential difference has been cre-
ated across the membrane.

This introduces another major factor that can cause net
movement of ions across a membrane: an electrical potential. As
compartment 1 becomes increasingly positive and compartment
2 increasingly negative, the membrane potential difference begins
to influence the movement of the potassium ions. The negative
charge of compartment 2 tends to attract them back into their orig-
inal compartment, and the positive charge of compartment 1 tends
to repel them out of compartment 1 (Figure 6.10d).

In other words, using the terminology introduced in
Chapter 4, there is an electrochemical gradient across the mem-
brane for all ions. As long as the flux or movement of ions due
to the K™ concentration gradient is greater than the flux due to
the membrane potential, net flux of K™ will occur from compart-
ment 2 to compartment 1 (see Figure 6.10d) and the membrane
potential will progressively increase. However, eventually, the
membrane potential will become negative enough to produce a
flux equal but opposite to the flux produced by the concentration
gradient (Figure 6.10e). The membrane potential at which these
two fluxes become equal in magnitude but opposite in direction
is called the equilibrium potential for that ion—in this case, K*.
At the equilibrium potential for an ion, there is no net movement
of the ion because the opposing fluxes are equal, and the poten-
tial will undergo no further change. Note from Figure 6.10 that
as long as a concentration gradient was initially present and there
were open channels for K*, a membrane potential was automati-
cally generated. It is worth emphasizing that the number of ions
crossing the membrane to establish this equilibrium potential is
insignificant compared to the number originally present in com-
partment 2, so there is no significant change in the K" concentra-
tion in either compartment between step (a) and step (e).

The magnitude of the equilibrium potential (in mV) for any
type of ion depends on the concentration gradient for that ion across
the membrane. If the concentrations on the two sides were equal,
the net flux would be zero and the equilibrium potential would
also be zero. The larger the concentration gradient, the larger the
equilibrium potential because a larger, electrically driven move-
ment of ions will be required to balance the movement due to the
concentration difference.

Now consider the situation in which the membrane sepa-
rating the two compartments is replaced with one that contains
only Na* channels. A parallel situation will occur (Figure 6.11).
Sodium ions (Na*) will initially move from compartment 1 to
compartment 2. When compartment 2 is positive with respect
to compartment 1, the difference in electrical charge across the
membrane will begin to drive Na* from compartment 2 back to
compartment 1 and, eventually, net movement of Na™ will cease.
Again, at the equilibrium potential, the movement of ions due
to the concentration gradient is equal but opposite to the move-
ment due to the electrical gradient, and an insignificant number of
sodium ions actually move in achieving this state.

Thus, the equilibrium potential for one ion can be different
in magnitude and direction from those for other ions, depending
on the concentration gradients between the intracellular and extra-
cellular compartments for each ion.

Is there a way to predict how much electrical force is
required to exactly balance the tendency of an ion to diffuse down
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Figure 6.11 Generation of a potential across a membrane due to
diffusion of Na* through Na* channels (blue). Arrows represent ion
movements; as in Figure 4.3, arrow length indicates the magnitude of the
flux. So few sodium ions cross the membrane that ion concentrations do
not change significantly from step (a) to step (). See the text for a more
complete explanation.

PHYSIOLOGICAL INQUIRY

® [n this hypothetical system, what would the concentrations of
each ion be at equilibrium (panel e) if open channels for both Na*
and K* were present?

Answer can be found at end of chapter.

its concentration gradient? How are these two factors mathemati-
cally related? It turns out that if the concentration gradient for any
ion is known, the equilibrium potential for that ion can be calcu-
lated by means of the Nernst equation.

The Nernst equation describes the equilibrium potential for
any ion—that is, the electrical potential necessary to balance a given
ionic concentration gradient across a membrane so that the net flux of
the ion is zero. The Nernst equation is

61 C
E. = _10 Lut
on Z g ( Cln

where

E,,, = equilibrium potential for a particular ion, in mV
C,, = intracellular concentration of the ion
C,ut = extracellular concentration of the ion
Z = the valence of the ion
61 = a constant value that takes into account the universal gas
constant, the temperature (37°C in all our examples), and
the Faraday electrical constant



Using the concentration gradients from Table 6.2, the equi-
librium potentials for Na* (Ey,) and K* (Ex) are
61 [145

= Log| 21— 160mv
ENa =778 15] o
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~ 2 log| = |=—90mv
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Thus, at these typical concentrations, Na* flux through open
channels will tend to bring the membrane potential toward +60 mV,
whereas K* flux will bring it toward —90 mV. If the concentration
gradients change, the equilibrium potentials will change.

The hypothetical situations presented in Figures 6.10 and
6.11 are useful for understanding how individual permeating ions
like Na* and K influence membrane potential, but keep in mind
that real cells are far more complicated. Many charged molecules
contribute to the overall electrical properties of cell membranes.
For example, real cells are rarely permeable to only a single ion at
a time, as we see next.

Contribution of Different Ion Permeabilities

When channels for more than one type of ion are open in the mem-
brane at the same time, the permeabilities and concentration gra-
dients for all the ions must be considered when accounting for the
membrane potential. For a given concentration gradient, the greater
the membrane permeability to one type of ion, the greater the con-
tribution that ion will make to the membrane potential. Given the
concentration gradients and relative membrane permeabilities (P;,,)
for Na*, K, and CI~, the resting membrane potential of a membrane
(Vi) can be calculated using the Goldman-Hodgkin-Katz (GHK)
equation:

Px [Kout] + PNna[Nagyt] + Pci[Clin]

Va=6llo
o 8 P [Kin]l + PnalNajn] + Pcp[Cloyd

The GHK equation is essentially an expanded version of
the Nernst equation that takes into account individual ion perme-
abilities. In fact, setting the permeabilities of any two ions to zero
gives the equilibrium potential for the remaining ion. Note that
the CI~ concentrations are reversed as compared to Na* and K*
(the inside concentration is in the numerator and the outside in the
denominator), because Cl™ is an anion and its movement has the
opposite effect on the membrane potential. Ion gradients and per-
meabilities vary widely in different excitable cells of the human
body and in other animals, and yet the GHK equation can be used
to determine the resting membrane potential of any cell if the con-
ditions are known. For example, if the relative permeability values
of a cell were Px = 1, Py, = 0.04, and Pe; = 0.45 and the ion
concentrations were equal to those listed in Table 6.2, the resting
membrane potential would be

(1)(5) + (.04)(145) + (.45)(7)
(1)(150) + (.04)(15) + (.45)(100)

=—-70mV

Vm = 61 log

The contributions of Na*, K*, and CI~ to the overall mem-
brane potential are thus a function of their concentration gradients
and relative permeabilities. The concentration gradients determine
their equilibrium potentials, and the relative permeability deter-
mines how strongly the resting membrane potential is influenced
toward those potentials. In mammalian neurons, the K™ permeabil-
ity may be as much as 100 times greater than that for Na* and CI~,

so neuronal resting membrane potentials are typically fairly close
to the equilibrium potential for K* (Figure 6.12). The value of the
CI" equilibrium potential is also near the resting membrane poten-
tial in many neurons, but for reasons we will return to shortly, C1~
actually has minimal importance in determining neuronal resting
membrane potentials compared to K" and Na*.

In summary, the resting potential is generated across the
plasma membrane largely because of the movement of K* out of the
cell down its concentration gradient through constitutively open K*
channels (called leak channels, or ungated channels, to distinguish
them from gated channels). This makes the inside of the cell negative
with respect to the outside. Even though K* flux has more impact on
the resting membrane potential than does Na™ flux, the resting mem-
brane potential is not equal to the K* equilibrium potential, because
having a small number of open leak channels for Na* does pull the
membrane potential slightly toward the Na* equilibrium potential.
Thus, at the resting membrane potential, ion channels allow net
movement both of Na™ into the cell and K* out of the cell.

Over time, the concentrations of intracellular sodium and
potassium ions do not change, however, because of the action of the
Na*/K'-ATPase pump. In a resting cell, the number of ions the pump
moves equals the number of ions that leak down their electrochemical
gradient. As long as the concentration gradients remain stable and the
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Figure 6.12 Forces influencing sodium and potassium ions at
the resting membrane potential (Vm). (a) At a resting membrane
potential of —70 mV, both the concentration and electrical gradients
favor inward movement of Na*, whereas the K* concentration

and electrical gradients are in opposite directions. (b) The greater
permeability and movement of K™ maintain the resting membrane
potential at a value near Ex.

PHYSIOLOGICAL INQUIRY

® Would decreasing a neuron’s intracellular fluid [K'] by
1 mM have the same effect on resting membrane potential as
raising the extracellular fluid [K*] by 1 mM?

Answer can be found at end of chapter.
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ion permeabilities of the plasma membrane do not change, the electri-
cal potential across the resting membrane will also remain constant.

Contribution of Ion Pumps

Thus far, we have described the membrane potential as due purely
and directly to the passive movement of ions down their electro-
chemical gradients, with the concentration gradients maintained
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by membrane pumps. However, the Na"/K"-ATPase pump not
only maintains the concentration gradients for these ions but also
establishes them in the first place. In addition, however, the pump
helps to establish the membrane potential more directly. The Na*/
K"-ATPase pumps actually move three Na* out of the cell for
every two K that they bring in. This unequal transport of positive
ions makes the inside of the cell more negative than it would be
from ion diffusion alone. When a pump moves net charge across
the membrane and contributes directly to the membrane potential,
it is known as an electrogenic pump.

In most cells, the electrogenic contribution to the membrane
potential is quite small. Even though the electrogenic contribution
of the Na”/K"-ATPase pump is small, the pump always makes an
essential indirect contribution to the membrane potential because
it maintains the concentration gradients that result in ion diffusion
and charge separation.

Summary of the Development of a Resting
Membrane Potential

Figure 6.13 summarizes the development of a resting membrane
potential in three conceptual steps. First, the action of the Na*/
K*-ATPase pump sets up the concentration gradients for Na* and
K" (Figure 6.13a). These concentration gradients determine the
equilibrium potentials for the two ions—that is, the value to which
each ion would bring the membrane potential if it were the only
permeating ion. Simultaneously, the pump has a small electrogenic
effect on the membrane due to the fact that three Na* are pumped
out for every two K" pumped in. The next step shows that initially
there is a greater flux of K* out of the cell than Na* into the cell
(Figure 6.13b). This is because in a resting membrane there is a
greater permeability (more leak channels) to K than there is to Na*.
Because there is greater net efflux than influx of positive ions dur-
ing this step, a significant negative membrane potential develops,
with the value approaching that of the K equilibrium potential.
In the steady-state resting neuron, the flux of ions across the mem-
brane reaches a dynamic balance (Figure 6.13c). Because the mem-
brane potential is not equal to the equilibrium potential for either
ion, there is a small but steady leak of Na™ into the cell and K™ out of
the cell. The concentration gradients do not dissipate over time, how-
ever, because ion movement by the Na*/K"-ATPase pump exactly
balances the rate at which the ions leak in the opposite direction.

Now let’s return to the behavior of chloride ions in excitable
cells. The plasma membranes of many cells also have CI™ chan-
nels but do not contain chloride ion pumps. Therefore, in these
cells, Cl™ concentrations simply shift until the equilibrium poten-
tial for Cl” is equal to the resting membrane potential. In other
words, the negative membrane potential determined by Na™ and
K* moves CI™~ out of the cell, and the C1~ concentration inside the
cell becomes lower than that outside. This concentration gradient
produces a diffusion of Cl~ back into the cell that exactly opposes
the movement out because of the electrical potential.

In contrast, some cells have a nonelectrogenic active-
transport system that moves Cl~ out of the cell, generating a

AP|R) Figure 6.13 Summary of steps establishing the resting membrane
potential. (a) An Na*/K*-ATPase pump establishes concentration gradients and
generates a small negative potential. (b) Greater net movement of K* than Na* makes
the membrane potential more negative on the inside. (c) At a steady negative resting
membrane potential, ion fluxes through the channels and pump balance each other.



strong concentration gradient. In these cells, the CI™ equilib-
rium potential is negative to the resting membrane potential, and
net C1~ diffusion into the cell contributes to the excess negative
charge inside the cell; that is, net CI~ diffusion makes the mem-
brane potential more negative than it would be if only Na* and
K" were involved.

6.7 Graded Potentials and Action
Potentials

You have just learned that all cells have a resting membrane
potential due to the presence of ion pumps, ion concentration gra-
dients, and leak channels in the cell membrane. In addition, how-
ever, some cells have another group of ion channels that can be
gated (opened or closed) under certain conditions. Such channels
give a cell the ability to produce electrical signals that can trans-
mit information between different regions of the membrane. This
property is known as excitability, and such membranes are called
excitable membranes. Cells of this type include all neurons and
muscle cells. The electrical signals occur in two forms: graded
potentials and action potentials. Graded potentials are important
in signaling over short distances, whereas action potentials are
long-distance signals that are particularly important in neuronal
and muscle cell membranes.

The terms depolarize, repolarize, and hyperpolar-
ize are used to describe the direction of changes in the mem-
brane potential relative to the resting potential in an excitable
cell (Figure 6.14). The resting membrane potential is “polar-
ized,” simply meaning that the outside and inside of a cell have
a different net charge. The membrane is depolarized when its
potential becomes less negative (closer to zero) than the resting
level. Overshoot refers to a reversal of the membrane potential
polarity—that is, when the inside of a cell becomes positive rela-
tive to the outside. When a membrane potential that has been
depolarized returns to the resting value, it is repolarized. The
membrane is hyperpolarized when the potential is more nega-
tive than the resting level.

The changes in membrane potential that the neuron uses as
signals occur because of changes in the permeability of the cell
membrane to ions. Recall from Chapter 4 that gated ion channels
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Figure 6.14 Depolarizing, repolarizing, hyperpolarizing, and
overshoot changes in membrane potential relative to the resting
potential.

in a membrane may be opened or closed by mechanical, electri-
cal, or chemical stimuli. When a neuron receives a chemical sig-
nal from a neighboring neuron, for instance, some gated channels
will open, allowing greater ionic current across the membrane.
The greater movement of ions down their electrochemical gradi-
ent alters the membrane potential so that it is either depolarized
or hyperpolarized relative to the resting state. We will see that
particular characteristics of these gated ion channels determine
the nature of the electrical signal generated.

Graded Potentials

Graded potentials are changes in membrane potential that are
confined to a relatively small region of the plasma membrane.
They are usually produced when some specific change in the
cell’s environment acts on a specialized region of the membrane.
They are called graded potentials simply because the magnitude
of the potential change can vary (is “graded”). Graded potentials
are given various names related to the location of the potential or
the function they perform—for instance, receptor potential, syn-
aptic potential, and pacemaker potential are all different types of
graded potentials (Table 6.3).

Whenever a graded potential occurs, charge flows between
the place of origin of this potential and adjacent regions of the
plasma membrane, which are still at the resting potential. In
Figure 6.15, a small region of a membrane has been depolar-
ized by transient application of a chemical signal, briefly opening
membrane cation channels and producing a potential less nega-
tive than that of adjacent areas. Positive charges inside the cell
(mainly K" ions) will move through the intracellular fluid away
from the depolarized region and toward the more negative, resting
regions of the membrane. Simultaneously, outside the cell, posi-
tive charge will move from the more positive region of the resting
membrane toward the less positive regions the depolarization just
created. Note that this local current moves positive charges toward
the depolarization site along the outside of the membrane and
away from the depolarization site along the inside of the mem-
brane. Thus, depolarization spreads to adjacent areas along the
membrane.

Depending upon the initiating event, graded potentials
can occur in either a depolarizing or a hyperpolarizing direction
(Figure 6.16a), and their magnitude is related to the magnitude
of the initiating event (Figure 6.16b). In addition to the move-
ment of ions on the inside and the outside of the cell, charge is lost
across the membrane because the membrane is permeable to ions
through open leak channels. The result is that the change in mem-
brane potential decreases as the distance increases from the initial
site of the potential change (Figure 6.16¢). In fact, plasma mem-
branes are so leaky to ions that these currents die out almost com-
pletely within a few millimeters of their point of origin. Because
of this, local current is decremental; that is, the flow of charge
decreases as the distance from the site of origin of the graded
potential increases (Figure 6.17).

Because the electrical signal decreases with distance,
graded potentials (and the local current they generate) can func-
tion as signals only over very short distances (a few millimeters).
However, if additional stimuli occur before the graded potential
has died away, these can add to the depolarization from the first
stimulus. This process, termed summation, is particularly impor-
tant for sensation, as Chapter 7 will discuss. Graded potentials are
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TABLE 6.3 A Miniglossary of Terms Describing the Membrane Potential

Potential or potential difference The voltage difference between two points due to separated electrical charges of opposite sign
Membrane potential The voltage difference between the inside and outside of a cell
Equilibrium potential The voltage difference across a membrane that produces a flux of a given ion species that is equal but

opposite to the flux due to the concentration gradient of that same ion
Resting membrane potential The steady potential of an unstimulated cell

Graded potential A potential change of variable amplitude and duration that is conducted decrementally; has no threshold or
refractory period

Action potential A brief all-or-none depolarization of the membrane, which reverses polarity in neurons; has a threshold and
refractory period and is conducted without decrement

Synaptic potential A graded potential change produced in the postsynaptic neuron in response to the release of a
neurotransmitter by a presynaptic terminal; may be depolarizing (an excitatory postsynaptic potential or
EPSP) or hyperpolarizing (an inhibitory postsynaptic potential or IPSP)

Receptor potential A graded potential produced at the peripheral endings of afferent neurons (or in separate receptor cells) in
response to a stimulus

Pacemaker potential A spontaneously occurring graded potential change that occurs in certain specialized cells

Threshold potential The membrane potential at which an action potential is initiated
the only means of communication used by some neurons, whereas resting potential. Action potentials are generally very rapid (as
in other neurons, graded potentials initiate a type of signal that brief as 1-4 milliseconds) and may repeat at frequencies of several
travels longer distances, which we describe next. hundred per second. The propagation of action potentials down

. . the axon is the mechanism the nervous system uses to communi-
Action Potentials cate from cell to cell over long distances.
Action potentials are very different from graded potentials. They
are large alterations in the membrane potential; the membrane (a)
omvV -

potential may change by as much as 100 mV. For example, a cell
might depolarize from —70 to +30 mV, and then repolarize to its
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Figure 6.16 Graded potentials can be recorded under experimental
conditions in which the stimulus strength can vary. Such experiments
show that graded potentials (a) can be depolarizing or hyperpolarizing,
Answer can be found at end of chapter. (b) can vary in size, and (c) are conducted decrementally. In this
example, the resting membrane potential is —70 mV.

m If the ligand-gated ion channel allowed only the outward flow of
K" from the cell, how would this figure be different?
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Figure 6.17 Leakage of charge (predominately K*) across the
plasma membrane reduces the local current at sites farther along the
membrane from the site of initial depolarization.

What properties of ion channels allow them to generate
these large, rapid changes in membrane potential, and how are
action potentials propagated along an excitable membrane? These
questions are addressed in the following sections.

Voltage-Gated Ion Channels As introduced in Chapter 4,
there are many types of ion channels and several different
mechanisms that regulate the opening of the different types. Ligand-
gated ion channels open in response to the binding of signaling
molecules (as shown in Figure 6.15), and mechanically gated ion
channels open in response to physical deformation (stretching)
of the plasma membranes. Whereas these types of channels often
mediate graded potentials that can serve as the initiating stimulus
for an action potential, it is voltage-gated ion channels that give a
membrane the ability to undergo action potentials. There are dozens
of different types of voltage-gated ion channels, varying by which
ion they conduct (for example, Na*, K*, Ca**, or C1") and in how
they behave as the membrane voltage changes. For now, we will
focus on the particular types of voltage-gated Na* and K channels
that mediate most neuronal action potentials.

Figure 6.18 summarizes the relevant characteristics of these
channels. Na™ and K" channels are similar in having sequences
of charged amino acid residues in their structure that make the
channels reversibly change shape in response to changes in mem-
brane potential. When the membrane is at a negative potential
(for example, at the resting membrane potential), both types of
channels tend to close, whereas membrane depolarization tends
to open them. Two key differences, however, allow these channels
to make different contributions to the production of action poten-
tials. First, voltage-gated Na™ channels respond faster to changes
in membrane voltage. When an area of a membrane is suddenly
depolarized, local voltage-gated Na* channels open before the
voltage-gated K* channels do, and if the membrane is then repo-
larized to negative voltages, the voltage-gated K™ channels are
also slower to close. The second key difference is that voltage-
gated Na* channels have an extra feature in their structure known
as an inactivation gate. This structure, sometimes visualized as
a “ball and chain,” limits the flux of Na* by blocking the channel
shortly after depolarization opens it. When the membrane repolar-
izes, the channel closes, forcing the inactivation gate back out of
the pore and allowing the channel to return to the closed state.
Integrating these channel properties with the basic principles
governing membrane potentials, we can now explain how action
potentials occur.
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AP|R) Figure 6.18 Behavior of voltage-gated Na* and K*
channels. Depolarization of the membrane causes Na* channels to
rapidly open, then undergo inactivation followed by the opening of K*
channels. When the membrane repolarizes to negative voltages, both
channels return to the closed state.

Action Potential Mechanism 1In our previous coverage
of resting membrane potential and graded potentials, we saw that
the membrane potential depends upon the concentration gradients
and membrane permeabilities of different ions, particularly Na*
and K*. This is true of the action potential as well. During an action
potential, transient changes in membrane permeability allow Na*
and K* to move down their electrochemical gradients. Figure 6.19
illustrates the steps that occur during an action potential.

In step 1 of the figure, the resting membrane potential is
close to the K equilibrium potential because there are more
open K* channels than Na* channels. Recall that these are leak
channels and that they are distinct from the voltage-gated ion
channels just described. An action potential begins with a depo-
larizing stimulus—for example, when a neurotransmitter binds to
a specific ligand-gated ion channel and allows Na™ to enter the
cell (review Figure 6.15). This initial depolarization stimulates
the opening of some voltage-gated Na* channels, and further
entry of Na™ through those channels adds to the local membrane
depolarization. When the membrane reaches a critical threshold
potential (step 2), depolarization becomes a positive feedback
loop. Na™ entry causes depolarization, which opens more voltage-
gated N a* channels, which causes more depolarization, and so on.
This process is represented as a rapid depolarization of the mem-
brane potential (step 3), and it overshoots so that the membrane
actually becomes positive on the inside and negative on the out-
side. In this phase, the membrane approaches but does not quite
reach the Na* equilibrium potential (+60 mV).

As the membrane potential reaches its peak value (step 4),
the Na* permeability abruptly declines as inactivation gates break
the cycle of positive feedback by blocking the open Na™ channels.
Meanwhile, the depolarized state of the membrane has begun
to open the relatively sluggish voltage-gated K* channels, and
the resulting elevated K* flux out of the cell rapidly repolarizes
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the membrane toward its resting value (step 5). The return of
the membrane to a negative potential causes voltage-gated Na™
channels to go from their inactivated state back to the closed state
(without opening, as described earlier) and K™ channels to also
return to the closed state. Because voltage-gated K™ channels
close relatively slowly, immediately after an action potential there
is a period when K* permeability remains above resting levels
and the membrane is transiently hyperpolarized toward the K*
equilibrium potential (step 6). This portion of the action poten-
tial is known as the afterhyperpolarization. Once the voltage-
gated K™ channels finally close, however, the resting membrane
potential is restored (step 7). Whereas voltage-gated Na* channels
operate in a positive feedback mode at the beginning of an action
potential, voltage-gated K™ channels bring the action potential to
an end and induce their own closing through a negative feedback
process (Figure 6.20).

You may think that large movements of ions across the
membrane are required to produce such large changes in mem-
brane potential. Actually, the number of ions that cross the
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Figure 6.19 The changes in (a) membrane potential and

(b) relative membrane permeability (P) to sodium and potassium ions
during an action potential. Steps 1-7 are described in more detail in
the text.

PHYSIOLOGICAL INQUIRY

m If extracellular [Na*'] is elevated, how would the resting potential
and action potential of a neuron change?

Answer can be found at end of chapter.

membrane during an action potential is extremely small com-
pared to the total number of ions in the cell, producing only infin-
itesimal changes in the intracellular ion concentrations. Yet, if
this tiny number of additional ions crossing the membrane with
repeated action potentials were not eventually moved back across
the membrane, the concentration gradients of Na™ and K* would
gradually dissipate and action potentials could no longer be gen-
erated. As mentioned earlier, cellular accumulation of Na* and
loss of K* are prevented by the continuous action of the mem-
brane Na/K*-ATPase pumps.

As explained previously, not all membrane depolarizations
in excitable cells trigger the positive feedback process that leads to
an action potential. Action potentials occur only when the initial
stimulus plus the current through the Na* channels it opens are
sufficient to elevate the membrane potential beyond the thresh-
old potential. Stimuli that are just strong enough to depolarize
the membrane to this level are threshold stimuli (Figure 6.21).
The threshold of most excitable membranes is about 15 mV less
negative than the resting membrane potential. Thus, if the resting
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potential of a neuron is —70 mV, the threshold potential may be
—55 mV. At depolarizations less than threshold, the positive feed-
back cycle cannot get started. In such cases, the membrane will
return to its resting level as soon as the stimulus is removed and no
action potential will be generated. These weak depolarizations are
called subthreshold potentials, and the stimuli that cause them are
subthreshold stimuli.

Stimuli stronger than those required to reach threshold elicit
action potentials, but as can be seen in Figure 6.21, the action
potentials resulting from such stimuli have exactly the same
amplitude as those caused by threshold stimuli. This is because
once threshold is reached, membrane events are no longer depen-
dent upon stimulus strength. Rather, the depolarization generates
an action potential because the positive feedback cycle is oper-
ating. Action potentials either occur maximally or they do not
occur at all. Another way of saying this is that action potentials
are all-or-none.

The firing of a gun is a mechanical analogy that shows the
principle of all-or-none behavior. The magnitude of the explo-
sion and the velocity at which the bullet leaves the gun do not
depend on how hard the trigger is squeezed. Either the trigger is
pulled hard enough to fire the gun, or it is not; the gun cannot be
fired halfway.
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Figure 6.21 Changes in the membrane potential with increasing
strength of excitatory stimuli. When the membrane potential reaches
threshold, action potentials are generated. Increasing the stimulus
strength above threshold level does not cause larger action potentials.
(The absolute value of threshold is not indicated because it varies from
cell to cell.)

Because the amplitude of a single action potential does not
vary in proportion to the amplitude of the stimulus, an action
potential cannot convey information about the magnitude of the
stimulus that initiated it. How then do you distinguish between a
loud noise and a whisper, a light touch and a pinch? This informa-
tion, as we will discuss later, depends upon the number and pat-
terns of action potentials transmitted per unit of time (i.e., their
frequency) and not upon their magnitude.

The generation of action potentials is prevented by local
anesthetics such as procaine (Novocaine) and lidocaine
(Xylocaine) because these drugs block voltage-gated Na* chan-
nels, preventing them from opening in response to depolarization.
Without action potentials, graded signals generated in sensory
neurons—in response to injury, for example—cannot reach the
brain and give rise to the sensation of pain.

Some animals produce toxins (poisons) that work by inter-
fering with nerve conduction in the same way that local anesthet-
ics do. For example, some organs of the pufferfish produce an
extremely potent toxin, tefrodotoxin, that binds to voltage-gated
Na® channels and prevents the Na® component of the action
potential. In Japan, chefs who prepare this delicacy are specially
trained to completely remove the toxic organs before serving the
pufferfish dish called fugu. Individuals who eat improperly pre-
pared fugu may die, even if they ingest only a tiny quantity of
tetrodotoxin.

Refractory Periods During the action potential, a
second stimulus, no matter how strong, will not produce a second
action potential (Figure 6.22). That region of the membrane is
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Figure 6.22 Absolute and relative refractory periods of the action
potential determined by a paired-pulse protocol. After a threshold
stimulus that results in an action potential (first stimulus and solid
voltage trace), a second stimulus given at various times after the first
can be used to determine refractory periods. All stimuli shown are

of the minimum size needed to stimulate an action potential. During
the absolute refractory period, a second stimulus (black), no matter
how strong, will not produce a second action potential. In the relative
refractory period (stimuli and action potentials shown in red), a second
action potential can be triggered, but a larger stimulus is required

to reach threshold, mainly because K" permeability is still above
resting levels. Action potentials are reduced in size during the relative
refractory period, due both to the residual inactivation of some Na*
channels and the persistence of some open K* channels.

then said to be in its absolute refractory period. This occurs
during the period when the voltage-gated Na® channels are
either already open or have proceeded to the inactivated state
during the first action potential. The inactivation gate that has
blocked these channels must be removed by repolarizing the
membrane and closing the pore before the channels can reopen
to a second stimulus.

Following the absolute refractory period, there is an inter-
val during which a second action potential can be produced—
but only if the stimulus strength is considerably greater than
usual. This is the relative refractory period, which can last as
long as 15 msec and coincides roughly with the period of after-
hyperpolarization. During the relative refractory period, some
but not all of the voltage-gated Na™ channels have returned to a
resting state. With fewer Na™ channels available, the magnitude
of the action potential is temporarily reduced. In addition, some
of the K" channels that repolarized the membrane are still open.
Outflow of K* through these channels opposes some of the
depolarization produced by Na* entry, making it more difficult
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to reach threshold unless a stronger stimulus occurs. Thus, dur-
ing the relative refractory state, it is possible for a new stimulus
to depolarize the membrane above the threshold potential, but
only if the stimulus is large in magnitude or outlasts the relative
refractory period.

The refractory periods limit the number of action poten-
tials an excitable membrane can produce in a given period of
time. Most neurons respond at frequencies of up to 100 action
potentials per second, and some may produce higher frequen-
cies for brief periods. Refractory periods contribute to the sep-
aration of these action potentials so that individual electrical
signals pass down the axon. The refractory periods also are the
key in determining the direction of action potential propaga-
tion, as we see next.

Action Potential Propagation The action potential
can only travel the length of a neuron if each point along the
membrane is depolarized to its threshold potential as the
action potential moves down the axon (Figure 6.23). As with
graded potentials (refer back to Figure 6.15), the membrane
is depolarized at each point along the way with respect to the
adjacent portions of the membrane, which are still at the resting
membrane potential. The difference between the potentials
causes current to flow, and this local current depolarizes the
adjacent membrane where it causes the voltage-gated Na*
channels located there to open. The current entering during an
action potential is sufficient to easily depolarize the adjacent
membrane to the threshold potential.

The new action potential produces local currents of its own
that depolarize the region adjacent to it (Figure 6.23b), producing
yet another action potential at the next site, and so on, to cause
action potential propagation along the length of the membrane.
Thus, there is a sequential opening and closing of voltage-gated
Na* and K" channels along the membrane. It is like lightin