CHAPTER 1

The cognitive basis of language:
Language and thought

1.0. Overview

This first chapter introduces the reader to some fundamental aspects of
language and linguistics. First it will look at language as a system of
communication. Like all communication systems, language makes use of
signs. The systematic study of signs is included in the field of semiotics,
which analyzes verbal and non-verbal systems of human communication
as well as animal communication.

Semiotics distinguishes between three types of signs: indices, icons
and symbols. These three types of signs represent three different struc-
tural principles relating form and content. Human language stands out
among sign systems in using all three structuring principles, but espe-
cially symbolic signs.

Secondly, this chapter will look at how language not only enables
communication, but also reflects mankind’s conceptual world. The con-
ceptual world consists, amongst others, of conceptual categories, which
are far richer than the system of linguistic signs. A great many, but by no
means all, of the conceptual categories give rise to linguistic categories.
Linguistic categories not only enable us to communicate, but also impose
a certain way of understanding the world.

1.1. Introduction: Sign systems

As humans, we are social beings and want to share information with oth-
ers about what goes on in our minds: what we see, believe, know, feel,
want to do or are doing now. We can achieve this in many ways. We ex-
press our surprise by raising our eyebrows, we can draw the outline of a
woman by using our hands, and we can express our thoughts by speak-
ing. All these methods of expression are meaningful to us as “signs” of
something. In its widest sense, a sign may be defined as a form which
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stands for something else, which we understand as its meaning. For ex-
ample, raising one’s eyebrows is understood as a sign of surprise,
whereas blowing one’s nose is usually not taken to be a meaningful sign,
but it may become one if it is intended as an expression of protest. The
three examples given above are illustrations of three possible different
types of signs, i.e. indexical, iconic and symbolic signs.

An indexical sign, or index, points to something in its immediate
vicinity, as is suggested by the etymology of the Latin word index
‘pointing finger.” The clearest case of an indexical sign is a signpost for
traffic pointing in the direction of the next town such as Bath. The sign-
post has the meaning: “Go in this direction to get to Bath.” But facial
expressions such as raising one’s eyebrows or furrowing one’s brows are
also indexical signs: they “point” to a person’s internal emotional states
of surprise or anger.

An iconic sign, or icon, (from Greek eikon ‘replica’) provides a vis-
ual, auditory or any other perceptual image of the thing it stands for. An
iconic sign is similar to the thing it represents. The road sign that warns
drivers to look out for children near a school pictures two or three chil-
dren crossing the road on a zebra crossing. The image is of course only
vaguely similar to reality since, at a particular moment, only one or any
number of children may be running across the street, but its general
meaning is very clear nevertheless. The idea of danger caused by animals
on roads is also pictured by iconic signs such as images of cows, deer,
geese, horses, toads, etc. Pictures of lorries, cars, tractors, cycles, cycling
paths, rivers, bridges, falling rocks, bends in the road, hairpin bends, etc.
are usually represented iconically. The above-mentioned gestural draw-
ing of a woman’s shape with one’s hands or the tracing of a spiral stair-
case with one’s finger are, of course, also iconic signs.

Unlike indexical and iconic signs, a symbolic sign, or symbol, does
not have a natural link between the form and the thing represented, but
only has a conventional link. The traffic sign of an inverted triangle is
one such symbol: it does not have a natural link between its form and its
meaning “give right of way.” The link between its form and meaning is
purely conventional. The same applies to military emblems, the pound
sign £, almost all flags and, of course, most of language. Thus, there is no
natural link at all between the word form surprise and its meaning. The
term symbolic as used in linguistics is understood in the sense that, by
general consent, people have “agreed” upon the pairing of a particular
form with a particular meaning. This sense of symbolic goes back to the

original meaning of the Greek word symbolon ‘a token of recognition’
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we also want to talk about things which are more abstract in nature such
as events in the past or future, objects which are distant from us, hopes
about peace, etc. This can only be achieved by means of symbols, which
humans all over the world have created for the purpose of communicat-
ing all possible thoughts. The most elaborate system of symbolic signs is
natural language in all its forms: the most universal form is spoken lan-
guage; at a certain phase of civilization and intellectual development a
written form of language develops; and people who are deaf have devel-
oped a sign language, which is largely based on conventionalized links
between gestures and meanings.

The three types of signs may be represented as in Table 1 and reflect
general principles of coping with forms and meanings.

Table 1. Links in the three types of signs

Index Icon Symbol

link form & meaning link form & meaning link form & meaning

based on contiguity based on similarity based on convention

Indexical signs reflect a more general principle, whereby things that are
contiguous can stand for each other. For example, we strongly associate a
piece of art with the artist and, hence, can say things like 7 am curious to
see the Turners. Iconic signs reflect the more general principle of using
an image for the real thing. Farmers have applied this strategy for centu-
ries by putting up scarecrows in their fields, which the birds take for real
enemies. Symbolic signs allow the human mind to go beyond the limita-
tions of contiguity and similarity and establish symbolic links between
any form and any meaning. Thus, a rose can stand for love and the owl
for wisdom. These three principles of indexicality, iconicity and sym-

bolicity underlie the structuring of language, which will be the subject of
the next section.
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The EGO also serves as the “deictic centre” for locating things in space as
in The house is in front of me. Far bigger things than oneself may be lo-
cated with respect to the speaking ego. In saying The Empire State
Building is right in front of me, we pretend that the person speaking,
rather than the skyscraper, is the stable reference point of this world. It is
also possible to take the hearer’s perspective while looking at things.
This is what guides on sight-seeing buses do all the time when they say
for example As we approach St. Paul’s now, the Tower is to your left.

The ego furthermore serves as the deictic centre for locating things
with respect to other things. Thus, when the speaker says, The bicycle is
behind the tree, he draws an imaginary line from himself to the tree and
locates the bicycle behind the tree, as shown in Figure la. When the
speaker moves to the other side of the street, his deictic orientation
changes too and the bicycle is now in front of the tree, as shown in Fig-
ure 1b. Trees are different from artefacts such as buildings and cars,
whose fronts and backs are casily identifiable due to their inherent na-
ture. Therefore, the position of the bicycle with respect to the car does
not change with the speaker’s perspective, as shown in F igures Ic and 1d
on the next page. Whatever the speaker does in Figure lc, the bicycle
remains behind the car, because we associate that area of the car as ‘the
back.’

The inherent orientation that we give artifacts such as the car in
Figures lc and 1d is an extension of our human body: the front of the car
coincides with the driver’s front side as does the back, the left and right
hand side. Just as we speak of our bodily front and back, top and bottom,
left and right side we conceive of shirts, chairs, cars, houses and other
artifacts as having intrinsic fronts and backs, tops and bottoms and left
and right sides.

At a more general level, we transpose our egocentric orientation onto
the human being as such. Our psychological proximity to fellow humans
leads to an anthropocentric perspective (from Greek anthropos ‘man’).
Our anthropocentric perspective of the world follows from the fact that
we are foremost interested in humans like ourselves: their actions, their
thoughts, their experiences, their possessions, their movements, etc. We,
as human beings, always occupy a privileged position in the description
of events. If a human being is involved in an event, he or she tends to be
named first, as the subject of the sentence. The following examples with
a human subject illustrate the normal way of expressing events or states:
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Figure 1. Deictic orientation (a, b) and inherent orientation (c, d)

¢. the bicycle behind the car d. the bicycle in front of the car
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The following sentences illustrate a less conspicuous instance of anthro-
pocentricity:

2) a. ins house got broken into.
b. ;;Fhe house got broken into.
¢. ""The house got burnt down.

These sentences with the ge-passive display a scale of acceptability: the
get-passive is fully acceptable in (2a) but, as the question marks in front
of a sentence suggest, less acceptable in (2b) and hardly acceptable in
(2c). What determines our judgement of acceptability of the ger-passive
is the degree of human involvement in the event.

1.2.2. The principle of iconicity in language

The principle of iconicity in language means that we conceive a similar-
ity between a form of language and the thing it stands for. Iconicity may
manifest itself in three sub-principles, i.e. those of linguistic expressions
related to sequential order, distance and quantity.

The principle of sequential order is a phenomenon of both tempo-
ral events and the linear arrangement of elements in a linguistic con-
struction. In its simplest manifestation, the principle of iconicity deter-
mines the order of two or more clauses as in Julius Caesar’s historic
words, Veni, vidi, vici ‘I came, I saw, | conquered’ or in modern-day ad-
vertizing slogans Eye it, try it, buy it. Here revizing the order would pro-
duce nonsense. But in other contexts this is perfectly possible. By
changing the linear arrangement of the co-ordinated clauses of (3a), we
automatically get a different sequence of events (3b):

(3) a. Virginia got married and had a baby.
b. Virginia had a baby and got married.

The conjunction and itself does not tell us anything about the sequence of
events; it is only due to the arrangement of the two clauses that the natu-
ral order of the events is mirrored. But if, instead of and, we used the
temporal conjunction before or after, we may describe the event either in
an iconic way (4), where the linear order is related to the order of events

or in a non-iconic way (5), where the linear order is unrelated to the order
of events:
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(4) a. Virginia got married before §h'e had a bal?y.
b. After she had the baby, Virginia got married.

(5) a. Before she had a baby, Virginia got mfftrried.
b. Virginia had a baby after she got married.

Sequential-order iconicity is also found within the structure of a sentence.
Thus, the sentences below have the same words t_)ut convey different
mean,ings because of the different order of the adjective green:

(6) a. Bill painted the green door.
b. Bill painted the door green.

In (6a), the door was already green qnd then painted over ag:«,uﬁi1 but :;vle
do not know what colour it was painted. In_(6b), we do not TIc1>w e
original colour of the door but we.knqw'that it came out greeﬁ. e 1(11911:}-/
mal position of adjectives in English is in frpnt Qf the noun they molt}
as in (6a); the position aftﬁr t(lile noun 1ln (6b) iconically reflects a resulting
state in the doot’s colour.

and,{‘lggcii:)ﬁt: rprinciple also determines the sequential orde}’ o'f the ele-
ments in “binary” expressions which reflect temporal succession:

(7) a. now and then, now or never, sooner or later, d.ay and night
b. cause and effect, hit and run, trial and error, give and take,
wait and see, pick and mix, cash and carry, park
and ride

inarv expressions are irreversible. As a rule, we do not speak
gt! 1*52:1512:1:11 nrgw 0}3 *effect and cause and such rgversals V\{ould only oc-
cur for special communicative effects, e.g. dra\fvmg attention to the ex-
pression. The first group of these binary‘expressmns refers to purely tem-
poral sequences; the second group descdrlbes events which routinely occur
i rder in which they are expressed. .
" thlitcl)rthe:r evidence ofythis iconic principle is also found in the word
order of subject, verb and object in a sentence. In almost .all the la}t:—
guages of the world, the subject precedes the object. The subject (3), the
verb (V) and the object (O) of a sentence can theoretically be ordered in
six different ways: SVO, SOV, VSO, OSV, OVS, VOS. The ﬁr_st three
patterns establish the most widely used orders (notg: the English sen-
tences are word-for-word translations of the non-English sentences):
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(8) a. SVO: The lawyer wrote the letter.
b. SOV: (Erweif, daf}) der Anwalt den Brief schrieb.
He knows that the lawyer the letter wrote.
C. VSO: (Endlich) schrieb der Anwalt den Brief.
Finally ~ wrote the lawyer the letter.

English and the Romance languages have fixed word order and only al-

low SVO. German, Dutch and the Scandinavian languages also have the

two other word order possibilities: they have SVO in main clauses (8a),
SOV in subordinate clauses (8b), and VSO after adverbs or adverbial
clauses (8c). The overwhelming occurrence of the subject before the ob-
ject in the world’s languages is motivated by the way humans perceive
the internal structure of events: events typically describe actions in which
one entity acts upon another. The acting entity is expressed as the subject
of the sentence; its action occurs before its effect, the object, is realized.
The principle of distance accounts for the fact that things which
belong together conceptually tend to be put together linguistically, and
things that do not belong together are put at a distance. This principle
explains the grammatical contrast in the following pair of sentences:

(9) a. A noisy group was hanging around the bar.
b. A group of noisy youngsters were hanging around the bar.

In sentence (9a), the singular noun group agrees with the singular verb
immediately following it. In sentence (9b), the noun group is put at some
distance from the verb, which now agrees with the plural noun young-
sters adjacent to it. With certain quantifying expressions as in a number
of students and a lot of people, plural agreement has become the gram-
matical norm.

The principle of distance also accounts for the various types of sub-
ordinate clauses following the verb of a main clause. English has,
amongst others, three types of clauses after a main verb: a clause without
to (10a), a clause with to (10b), and a clause with that (10c¢):

(10) a. I made her leave.
b. I wanted her to leave.
¢. I hoped that she would leave.

In (10a), the subject [ has direct influence on the other person and, there-
fore, there is minimal distance between the two verbs. In (10b), the sub-

ject’s desire
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Zf(p;legsing the‘ idea of “more quantity.” Most languages have develop
more efficient symbolic ways of expressing plur.ahty. eatonics. accord-

The quantity principle also shows up in pohteraej:s;h : }%e in’creasing
ing to the motto “being polite is saying a plt more. | \;:,e he increasing
quantities of language forms in the following examples

vey increasing respect for the hearer:

(12) a. No smoking.
b. Don’t smoke, will you? king here, plcase
1d you mind not smoking ere, .
Si' gfsléom};:rs are requested to refrain from smoking if they

can. (notice at Harrods)
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e. We would appreciate if you could refrain from smoking ci-

gars and pipes as it can be disturbing to other diners. Thank
you. (notice at Clos du Roi, Bath)

The use of wordy phrases also illustrates the way in which people try to
attach more importance to a subject matter:

(13) a. I obtained the privilege of his acquaintance.
b. In my opinion it is a not unjustified assumption that ...

Pretentious diction and “meaningless wordings” such as these have re-

peatedly been criticized by literary critics and purists of language. Or-
well, who in his essay on “Politics and the English language” cites sen-

tence (13b) as an illustration of language abuse, says that it is easier to
say such sentences than to say / thint.

The quantity principle also implies that less meaning requires less
form. This is precisel

y what happens with information that is felt to be
redundant. Thus, we use the less explicit form (14a) rather than more
explicit version (14b):

(14) a. Charles said that he was short of m
friend.

b. Charles said that he was short of mo
said that she was short of money, too

oney and so did his girl-

ney and his girl-friend

The form so did in (14a) replaces the whole verbal expression following
the subject girl-friend. A number of syntactic phenomena such as the use
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used as in (14b), they express the same idea as the shorter form, but on
top of that they tend to express emphasis, irony or a negative attitude.

airing of its form and meaning is motivated. As a linguis;ic ten:ﬁilr:mt(;}
}\)’ation refers to non-arbitrary links lf)etwc?n ta}ofr:)rirsn ;nsv (t)rli gfth ingthe
inguisti i factor of motivati “both i
linguistic expressions. The e ot i e
ts to make sense of ling
and the speaker. The hearer wan : -
g::sf:irons, particlt)llarly the new ones. In some cases, hiv%}lll :\;ﬁr; g}egrﬁgh
his search for meaning and create “fol}( etymolo'gles.f N uFrench ghsh
word crayfish is a folk-etymological interpretation of t ki P
écrevisse, which in its turn goes back to Germanzlch e zza oo
Krebs) éimilarly, the opaque Spanish-Carll}?t;:aan ;lvormoz];:zclz)cut ‘haoging
: imilated in English as ham \
ed’ was borrowed and assimilate ‘ . .
?t was made transparent by folk.etymology as hangmat ktltaengmg carp
and from there it was borrowed into German as Hdngematte.

1.2.3. The principle of symbolicity in language

The principle of symbolicity refers to the conventional
and meaning, as is typically found in the word stock of a language. The
concept of “house” is rendered as house in English, Haus in German,
huis in Dutch, casa in Italian and Spanish, maison in French, talo in
Finnish, dom in Russian, etc. There is, of course, nothing in the forms of
these words that makes them suitable to express the concept of “house.”

pairing of form
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1.3. Linguistic and conceptual categories
1.3.1. Conceptual categories

The semiotic framework developed so far has concentrated on the link
between the form and meaning of signs as they are realized in words.
Language resides, not in dictionaries, but in the minds of the speakers of
that language. Therefore, in order to understand the nature of language,
we will also have to look at our conceptual world and how it has shaped
the signs. Language only covers part of the world of concepts which hu-
mans have or may have.

The notion of concept may be understood as “a person’s idea of
what something in the world is like.” More specifically, concepts can
relate to single entities such as the concept I have of my mother or they
can relate to a whole set of entities, such as the concept “vegetable.” This
type of concept has structure, in that it includes certain entities such as
carrots, cabbages, lettuce, etc and excludes others such as apples and
pears. Such concepts which slice reality into relevant units are called
categories. Conceptual categories are concepts of a set as a whole.
Whenever we perceive something, we automatically tend to categorize it.
For example, when we hear a piece of music, we automatically catego-
rize it as rock or as classical music or as something else. Thus, the world
is not some kind of objective reality existing in and for itself but is al-
ways shaped by our categorizing activity, i.e., by our human perception,
knowledge, attitude, in short, by our human experience. This does not
mean that we create a subjective reality, but as a community we agree
about our intersubjective experiences.

Conceptual categories which are laid down in a language are lin-
guistic categories, or, linguistic signs. A more comprehensive view of
language as a system of signs must, therefore, also include the human
“conceptualizer” and the world as it is experienced by him. The human
conceptualizer, conceptual categories and linguistic signs are interlinked
as shown in Table 2.

As illustrated in Table 2, signs reflect conceptual categories, which
are ultimately based on a human conceptualizer and his experience of the
world. This model of the conceptual and linguistic worlds also accounts
for the possibility that different people may categorize the same thing in
the world differently and even the same person may do so at different
times. One person may describe a half-filled glass of wine as Aalf full and
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Table 2. Model of the conceptual world

human conceptualizer
experienced world

concepts/ categories

concepts in language pure thoughts

other person may describe the same thing as half empty. E;tch piirsgn();
oho between various alternatives is called comstrual. The no o
S 1 becomes even more evident, if we compare the names for the
ConStm‘g'ect in various languages. Thus what English co‘nstrues aﬁ horsfe-
321;1:((;; ‘shoe for horse’) is construed in Frenclxﬁ {}elr a csiizggzla rléorﬁogl:
horse,” and as Hufeisen ‘hoof iron’ in Qerrggn.b twe;fethe s are mot
vated: English and French see a relagons ip be e the rotocting
whole and the protecting device, while Qerhrr/}an elales e o
device to the relevant bo@y part of the h_orse.d ;)Cr: v r;ade ch and Ger-
man highlight the material the protecting devic nads Sce,n Whereas

i sing shoe takes an anthropocentric view of the

sarilrglloli? \Ef)e;ylz ofgconstruing the same thing are reflected in Figure 2.

Figure 2. Different construals of the concept “horseshoe

fer & cheval Hufeisen/ hoefijzer

horseshoe
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Some other examples of the ubiquitous difference in construal are grand
piano and pavement. English grand piano focusses on the size, while in
French piano a queue ‘tail piano’ and German Fliigel ‘wing (piano)’ a
metaphorical similarity with animal parts is construed. In English pave-
ment the focus is on the material, whereas its French equivalent trottoir
‘pavement,” derived from frotter ‘to rush, to trot’ focuses on the function
and German Biirgersteig ‘part of the road for civilians® stresses the peo-
ple who use it.

So far we have looked at conceptual categories as they are laid down
in words, or technically, as lexical categories. Conceptual categories may
also show up as grammatical categories. The different ways of saying
more or less the same thing in the following sentences result from using
different grammatical categories:

(I5) a. Look at that rain!
b. It’s raining again.
¢. And the rain, it raineth every day.

In all three sentences we have chosen the same lexical category rain, but
it is construed as two different word classes, as a noun in (15a), as a verb
in (15b) and both as a noun and a verb according to Shakespeare in (15¢).
Word classes are grammatical categories. These examples show another
important fact of language: in the structure of a sentence, each lexical
category is at the same time a grammatical category. Lexical categories
are defined by their specific content, while grammatical categories pro-
vide the structural framework for the lexical material. Thus, the lexical
category rain can either be framed into the grammatical category of a
noun or a verb. For clarity’s sake, lexical and grammatical categories will
be discussed separately.

1.3.2. Lexical categories

The conceptual content of a lexical category tends to cover a wide range
of instances. Think of the many different types and functions of vases.
They may vary greatly in height or in width, but as long as we can put
flowers in them, we are willing to categorize them as vases. Chairs also
come in a variety of types as illustrated in F igure 3. A
The best member, called the prototypical member or most promi-
nent member of a category, is the subtype that first comes to mind when
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Figure 3. Some members of the lexical category “chair”

a. kitchen chair

f. highchair

d. armchair e. wheelchair

we think of that category. When asked.to draw a picture of a cheuri'l a\\if:
are most likely to draw a picture of a kitchen ch'fur and not a.n.ta'rmc e.
The choice of a prototypical chair also relates to its functions: dl t lxls a tZt% c
of chair which we sit on, not one we l.xe on. Also the shalpe an :t r;nd -
rial plays a part. Therefore a prototypical chair has four e[%s, a 1s;:n nd o
back so as to be able to sit on it firmly and corpfortably. kr_ochl g ha
or a swivel chair is somewhat less protptyplcal than a 'iitc entc i.'
However, all the items in Figure 3 are chalrs', so that alongside If)ro oty(;))re
cal members of a category and less pmtﬁtyplft?l or;:;fé }maraéiow t?;:l (gllair
i r marginal members such as the a ' / :
gr?glg\l/‘:x:ac;u(l))ious cises such as the highchair. A stool is defimte}y nots a
member of the category of chairs: it lacks most of the prope;txesho a
kitchen chair: it has no back, it does not have four legs, it is hlgder't atrjl a}
usual chair and it is usually not made of wood. But the boundaries <1:e
tween a chair and a stool are far from absolute, and what some peop
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call a stool is a chair for others. In general we find that the center of a
lexical category is firmly established and clear, while its boundaries are
fuzzy and tend to overlap with the boundaries of other lexical categories.

If lexical categories were not firmly established but ad hoc or hap-
hazard, they might look like the category of “animals” as jokingly put

together in the following quotation from an imaginary Chinese encyclo-
paedia:

(16) On those remote pages it is written that animals are divided
into (a) those that belong to the Emperor, (b) embalmed ones,
(c) those that are trained, (d) sucking pigs, (e) mermaids, (f)
fabulous ones, (g) stray dogs, (h) those that are included in
this classification, (i) those that tremble as if they were mad,
(j) innumerable ones, (k) those drawn with a very fine camel’s
hair brush, (1) others, () those that have just broken a flower
vase, (n) those that resemble flies from the distance.

(J.L. Borges. 1966. Other Inquisitions. New York: Washing-
ton Square Press, p. 108).

This category of “animals” with its imaginary members makes no sense
because it lacks systematicity. We can still imagine that there is some
cultural reason for putting together the members (a), (b) and (¢), but we

would certainly not expect to find (d) as a specific member and even less
so the remaining imaginary members.

1.3.3. Grammatical categories

The structural frameworks provided by grammatical categories include
abstract distinctions which are made by means of word classes, number
(singular and plural), tense, etc. Here we will only look at the grammati-
cal category of word classes. Each word class is a category in itself. De-
pending on definitions used for each word class, English can be said to
have eight or ten different word classes, as shown in the following list:

(17) WORD CLASSES

a. noun mother, bird, pleasure

b. pronoun I, you, she, someone, which
c. determiner the, a, this, two

d. verb say, cry, consider
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e. adjective big, rich, happy

f. adverb happily, merely, very
g. preposition at, on, during, amongst
h. particle (hang) up, (hand) in

i. conjunction and, because, after, before
j. interjection alas!, oops!, wow!

Most of the word classes were first introduced and defined by Qreek qnd
Roman grammarians. They gave them the name partes orationis, Whl.Ch
was literally translated into English as parts of speech ar}d also gave rise
to the verb fo parse ‘to analyze a sentence into its parts. Th.e grammati-
cal category of word classes is still used today, but the notional .deﬁpl-
tions given to them by traditional grammars are often at odds w1thv l1r}—
guistic evidence. Even modern dictionaries still rely on traditional defini-
tions and would define a noun as “a word or group of words that refers to
a person, place or thing,” a pronoun as “one of a'class‘of words the_tt
serves to replace a noun or noun phrasg,” etc. (Collins ngt.zonary). It is
easy to find counterexamples which disprove these definitions: for ex-
ample, in the sentence Someone has stolen my wallet, the pronouns
someone and my cannot be said to “replace” a noun or a noun phrase.

Traditional definitions of word classes were based on the erroneous
assumption that the word classes are clearly definable in the first place
and that all the words of a language can be neatly grouped into one of
them. In the same way that prototypical and peripheral types of chairs are
subsumed under the lexical category “chair,” different types of worc,ls are
subsumed under a grammatical category. Thus, the category “noun” sub-
sumes, amongst others, the following disparate types of nouns:

(18) a. We needed a new felephone.
b. We called the telephone company.
c¢. They installed it in the gfternoon.
d. But they did a lousy job.
e. I am still amazed at their stupidity.

A word such as felephone is a prototypical noun: it Qenotes a concrete,
physical, three-dimensional thing. The noun company is less prototypical:
it denotes a non-concrete entity, i.e. an institution which, however, has
some kind of concrete existence. The temporal noun gfternoon has no
concrete existence and is an even less prototypical member of nouns. The
noun job refers to an action and, hence, is more verb-like in its meaning,
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while the noun stupidity refers to a property and is more adjective-like in
meaning.

The meanings traditionally associated with word classes only apply
to prototypical members; the meanings of peripheral members run over
into each other. Yet, there is, after all, a good reason for having word
classes in language. Protoypical nouns denote time-stable phenomena,
while verbs, adjectives and adverbs denote more temporary phenomena.
In using job and stupidity in (18d,e) as nouns rather than verbs or adjec-
tives, the speaker “construes” actions and properties as time-stable, thing-
like phenomena and, in saying the sentences (18d) and (18e), lends
greater weight to his expression of discontent.

A lot of confusion about Latin-inspired word classes arose because
the single word classes may have a different status as a grammatical
category in a particular language. All languages have nouns and verbs,
most languages also have adjectives, but the remaining word classes may
not be represented overtly. For example, English and the Romance lan-

guages mark the difference between adjectives and adverbs, but the other
Germanic languages do not:

(19) a. adjective: She is beautiful. - Sie ist schon.
b. adverb:  She sings beautifully. - Sie singt schon.

The word class of particles plays an important role in English, but is not
found in the Romance languages. For example, whereas French has a
one-word verb to express the action of “taking” and the resulting place of

this taking, English expresses these two concepts with two words, a verb
and a particle.

(20) a. He picked up the paper.
b. Il ramassait le journal.

The English particles are very similar to prepositions, but they behave

differently: particles (21a) may be moved after a noun, but prepositions
(21b) may not.

(21) a. He picked up the paper.
a’. He picked the paper up.
b. He climbed up the tree.
b’. *He climbed the tree up.

THE COGNITIVE BASIS OF LANGUAGE: LANGUAGE AND THOUGHT 21

is brief di i is that grammatical categories are
t this brief discussion has shown is .
Xg‘:aas clear-cut as traditionally has been assumed. Also, grammatical

categories may be very language specific.

1.4. Summary

ication, whether it is between animals or humans, takes
pAlr;Zecl?}llnrrrrll:;lns of signs and is studie'd in semiotics. Signs_ alx&;)a;;s stz;ni
for something else, which we call their meaning. The relathn le wee 2
sign and its meaning can be of three dl.ffer§nt !(mds. Ipdexlca s%ns.m_
indices “point” to what they stand for; iconic signs or icons ]lorgvx el: i -
ages of what they stand for; apd symbolic signs or symbols invo c‘l}eits
purely conventional relationship between the form pf .the mgg e;xllh !
meaning. This set of signs results from cognitive prmmples which help
humans to organize their worlds and experiences in It. _
Within the symbolic system called language., we may .rec.oglmzei:‘
principles that are similar to the different tylles of signs: ‘th}f p;'tmclp ffl: ot
indexicality occurs when we use “.p01r.1tmg words, which often re f}fe
our egocentric and anthropocentric view of tl.le w?rld. The E?O bxs t
centre for deictic expressions and for the dethlc onentat.mn of o JeTc tf
But some objects like chairs or cars haye }I}herent orlentatloxzi. e;
principle of iconicity shows up in similarities between.the or <?r. 0
events and the word order in the sentences we use to descrl.be them,; it hlS
reflected in various sub-principles: the principle of §equentlal (.)rd.erl, t e;
principle of distance, and the principle of quantlty. The princip ett(l)
symbolicity accounts for the purely_ conventional relatxpn between e%
form and the meaning of signs. This is known as the arbitrary nat;lrebo.
symbolic signs or the arbitrariness of 1gnguage. The la.rge number ofar i-
trary lexical signs should not unglereghmate thc_ﬁ value in 1angu§ge 0 ml)n-
symbolic signs, i.e. indexical or iconic. In particular, most of the complex
forms of a language, such as complex wotrds or ts.e‘:,rzlltteexz]ces are - as we
ter - not arbitrary, but transparent or moti . .
Shanlfi?legllzstic signs are p?r/'t of the conceptual worlgl of .thf.: human mmd.
We have many more concepts and thoughts Fhan linguistic exp'ressmxils.
But those concepts that we have “fixed” in language constitute the
meaning of language. Concepts which structure our world of thought are1
conceptual categories, i.e., concepts of'a.set as a \'Nhole. Conceptua
categories may also be expressed as linguistic categories. Most lmguxs}tll'c
signs denote specific conceptual content and show how we construe this




22 COGNITIVE EXPLORATION OF LANGUAGE AND LINGUISTICS

content. These appear as lexical categories, while the smaller number of
grammatical categories provides the structural framework of language.
The members of a category tend to have a different status: some are pro-
totypical members, others are more peripheral members. The further

one gets away from the centre of a category to its periphery, the more the
category tends to become fuzzy.

1.5. Further reading

The work by the founding father of modern linguistics is Saussure
(1966[1916]). Recent introductions to linguistics are Pinker ( 1994),
Taylor (1995) and Ungerer and Schmid (1996). Theoretical foundations
of the cognitive basis of language are explored in Lakoff (1987), Lan-
gacker (1987, 1993) and Rudzka-Ostyn, ed. (1988). The relation of lan-
guage to human cognition is analyzed by Talmy (1988). A good intro-
duction to the various types of signs in animal and human communication
is Noth (1990).

Studies of the iconic principle in language are Haiman (1985), Pos-
ner (1986) and Ungerer and Schmid (1996). Word order phenomena in
many of the world’s languages are studied in Greenberg, ed. (1963,
1966). The psychological basis of categories and prototypicality is ex-
perimentally explored in Rosch (1977).

1.6. Assignments

1. What types of sign are involved in the following cases?

(a) inverted triangle as a road sign
(b) sign depicting falling rocks

(¢) morse signs

(d) frozen window panes of a car

(e) speedometer in car

(f)  burglar alarm going off

(2) baby crying

(h) dog wagging its tail

(i)  animal drawings in cave dwellings
() awedding ring
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a clenched fist in the air
Ell()) a ring in the nose (human)

. TP
In what way are the following expressions 1CONIC:

i d for ‘earthquake’ is shaky—shqky. ' )
g%)) gcl:;zlfrtrrlr?emogtore ad: We have rails and rails and rails of fa
ous fashion. . '
(©) rPflolice warning: Don’t drink and ’dmve!
(d) Japanese ie ‘house,’ ieie ‘houses

d die '
g)) ;Sesiv?:f %:; aAnlmighty God that what I am about to say is the

truth, the whole truth, and nothing but the truth.

i i inci tricity and anthro-
do the indexical prmc'lples, egocentricity 2 _
;%:Z;l?:ic‘?t;y play a role in the ordering of the following irreversible

pairs of words?

and go, this and that, here and there
Eg)) s)\?énn?en an%l wine, king and country, people and places
(¢c) man and beast, man and dog _
(d) friend or foe, win or lose, do or die

i hich does not make
is more likely to occur than (b),_ whi :
?ne\?gﬁns(;ég)at first sight. Which iconic principle is not respected in
(b)? If (b) were to occur, what would it mean?

tation.
sults of the study depart from our expec
%t‘))) :?[‘?g)éf expectation departs from the results of the study.

The expressions in italics are peripheral members of their particular
grammatical category. Why?

(a) The approach has to be simple and low cost.
(b) This is the very man.
(c) the then president
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In English, the same form may sometimes be a member of up to

five different word classes. Specify the word class of round in each
of the following examples.

(a) My friend is coming round the corner.

(b) That was the first round table I saw.

(c) She came round when the got something to drink.
(d) Let’s round off with an exercise.

(e) After school we can play a round of golf.

CHAPTER 2

What’s in a word: Lexicology

2.0. Overview

In this chapter the meanings and the structure of words are studied. This
is what we call lexicology, or the systematic study of how the meanings
(or senses) of words are related to one another and to entities in our con-
ceptual world. In this approach we can go from the form of a word to the
various senses. But we can also adopt the opposite approach: take a given
concept and then see what different words are available as synonyms to
refer to the entities in our conceptual world.

In both approaches the same general route will be followed. First of
all, we will look at the central members of a category and at prototype
effects ; then we will look at the links between the different members of a
category; and finally, we will look at the marginal members at the pe-
riphery and their “fuzzy” character. Categories are clear-cut at the centre
but tend to be more fuzzy towards the periphery.

2.1. Introduction: Words, meanings and concepts

In Chapter 1 we saw that language helps us categorize our experiences of
the world. Therefore, the answer to the question in the title “What is in a
word” is relatively simple: “the whole world,” or at least all the expeti-
ences we have of our world that have somehow been categorized linguis-
tically. These are probably the experiences that have more prominence in
a given cultural community.

In one very naive way, one might be tempted to expect that for each
conceptual category we have just one linguistic category, or word, and,
conversely that each word stands for one conceptual category or one
meaning. But this is not the way that language works. On average, a word
form has three to four senses. A word with different, related senses is a
polysemous word (from Greek poly ‘many’ and sema ‘sign, meaning’).
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A good dictionary usually lists several senses for one lexical item. Here is
part of a slightly adapted example of the item fFuit from the DCE:

(1)  fruit /fru:t/ n plural fruit or fruits

a. something such as an apple, banana, or strawberry that
grows on a tree or other plant and tastes sweet: fresh fruit
and vegetables, a bowl of fruit

b. technical the part of a plant, bush, or tree that contains the
seeds

c. The fruit/ fruits of sth the good results that you have from
something after you have worked very hard

d. The fruits of the earth/ nature all the natural things that
the earth produces such as fruit, vegetables, or minerals

€. old-fashioned slang an insulting way of talking to or about
a man who is a homosexual

f. (not in DCE) fruit of the womb offspring

As the example shows, a dictionary starts from a word form and lists the
various senses and therefore follows a semasiological approach. Sema-
siology (from Greek séma ‘sign’) is thus an approach to the lexicon
which describes the polysemy of a word form and the relationship be-
tween these various senses. The literal senses in (1a,b) come before the
figurative ones in (lc,d). The most common senses in (la-d) are in con-
trast to the less common ones as in (1e,f), and so on. Sometimes the same
form may in reality stand for two entirely different words, as in Pole,
used for inhabitants of Poland and for the North and South Pole. This is
called homonymy, which means that two different words have the same
form.

But we can also follow the opposite approach. This second approach is
the onomasiological approach (from Greek Srnoma ‘name’). In onomasi-
ology we start from a concept such as “fruit/ fruits” and see which other
words or expressions we can use as synonyms to denote the same or
similar concepts. This is what a thesaurus does. A thesaurus is “a book
in which words are put into groups with other words that are related in
meaning.” (DCE) The Cambridge Thesaurus of American English gives
the following synonyms and other related words for the literal meanings
(2a) and figurative meanings (2b) of fiuit:
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(2) fruit, n.
a. berry, vegetable, grain, nut, root, tuber, crop, harvest, pro-

duce, product, yield
b result,p outcome, consequences, aftermath, effect, profits,

pay, benefit, return, yield, harvest

i i roach in a thesaurus goes from a concept or
Ar O'r;orrftec‘)s;ﬁlc()%;cr?(l)uipfynonyms which can be used to denote that con-
mee‘tmoﬁomasiology thus deals with the fact that different words may ex-
ceps.s similar meanings like rich and wealthy, called synonymy; with the
Igrgt that words have opposite meanings like rich versus poor, called an-
t?mymy; and with the fact that the meanings of groups of_ w;n;lsl grf’:r lrlela;’
lated, like richness, affluence, wealth, poverty, called a lexical field.

is summarized in Table 1.

Table 1. Word forms and meanings or concepts
Semasiology Onomasiology

Word form (e.g. fruif) Concept (e.g. “fruit”)
senses a, b, ¢, d, etc. in (1) words a, b in (2)
polysemy; homonymy synonymy, antonymy

For the sake of clarity, the four terms used in Table 1 are defined here
again.
polysemy:

the fact that a word may have two or more related senses as illpstﬁlted in
(1); sometimes even more than twenty senses are possible, as in the case

of the preposition over.

homonymy: o
t};n}acty thgt two words of different origin have the same form, e.g. pole

in the sense of ‘a long stick’ and Pole in ‘North Pole.”

synonymy: '
tge fagic tl);at two words have the same or nearly the same meaning, €.g.

happy, joyful, pleased.
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antonymy:

the fact that two words have the opposite or nearly the opposite mean-
ings, e.g. large and small, thick and thin, to buy and to sell.

Thus, given the nature of the lexicon, we can use a semasiological ap-
proach, concentrating on the many different senses of words, or an ono-
masiological approach, concentrating on what is common or different
between the various words in capturing the essence of our experiences.
These two paths will now be systematically explored in Sections 2.2. and

2.3. In Section 2.4., however, we will see that these approaches interact
and overlap.

2.2. From words to meanings: Semasiology

Let us suppose you want to communicate to someone else that you can
see an apple. As already discussed in Chapter 1, you can make this clear
in three different semiotic ways. You can point to it (indexical sign), you
can draw a picture that resembles the thing (iconic sign), or you can say
the word apple, which is a symbolic sign. In the last case, how does the
word that I pronounce [zepsl] relate to the thing I see? The word itself is
of course not the thing itself, but only a symbol for the thing. A symbolic
sign is a given form which symbolizes or stands for a concept (or a
meaning) and this concept is related to a whole category of entities in the
conceptual and experiential world. The relationship between these three
elements (form, concepts or meaning, and entities in the conceptual and

experiential world) was presented in a triangle in Chapter 1, Table 2 and
is reproduced here as Table 2 for the sake of clarity.

Table 2. The semiotic triangle

concept or meaning

form entity in conceptual and

experiential world
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i i ions have been proposed for this se-
h many different interpretations .
Al'tht(i)cl:l tgriangleysince devised by its inventors Ogden and Richards (392361,
r;lltgointerpretation proposed here is generally acceptable. There is a 1rier:1 S
th ueh conventional link between A (fox:m) and B (concept, mean t'gl
t %%etween B (concept) and C (entity in conceptual and experlendué
” rld), too. But there is only an indirect link between A (form) an .
WOtity’in world), indicated by the interrupted line AC. Th1s: setr'not];c Crl%-
© le is a further elaboration of the views of the French lmgulstf erdi-
anﬁd de Saussure, who introduced two essential terms: the word do'rrr; }::
?}?e signifiant (that which signifies), and' the meaning of the wor IT e
gnifié (that which is signified). We will refer to the former simply
Slgrd form or word and put it in italics, and to the lqttcf:r as meaning - or
Yg(z)t word form is polysemous, as its senses - and put it in single quqtatl(zn
inarks. For example, the word (form) apple stands for the meaning ‘a
ind of fruit.’ o . .
kmd/;)s the dictionary item of the word fruit 1}r11 Sic)ctl_on 2.1. s}éc;\;vs;etgslz
i Next to the basic, every-
word has more than one meaning. . . very-day sens
i lant’ as in (1a), illustrated in Fig R
‘sweet and soft edible part of a plant e ‘ e
i i the seed-bearing pa
i various other uses. In its techmcal_ sense (1b) .
ﬁfh: ; lant or tree,” the word refers to things that are not usually mcllllded
?n itspevery—day use, as shown in Figure 1b. It also k}llas ;11 m(f)re gtenffrelll 1::12
ion i ] 1d), which refers to ‘a
in an expression like the fruits of n’an_tre ( d), : '
g;tural t}lljings that the earth produces (mcludm%; for .mstancg,e gg’;ufr;sé Lzltrr;d
iti these literal senses, there 1s a ran -
e in adc!ltlon N in (1¢) ‘the result or outcome of
tive senses, including the abstract sense in . : o
ion’ i 1 is labour or his work bore fruit, or
n action’ as in the fruits of his la , : ! _
iomewhat archaic senses in (le) ‘homosexqal or in (H[;) }(l)ffsp;;tng}
progeny’ as in the biblical expressions the fruit of the womb, the fr
is loins. .
" lcf)iach of these different uses represents a separate sense of fgu}zlt In
turn, each sense may be thought of as referring to a dllffereglt set 0 uts euz}%:
in th i . For example, when we
the outside world, a set of referents : ’
i:/lord fruit with the basic sense ‘sweet and sof{ edible part Olf) a ;;l;l;st, avgg
i oranges, ban ,
refer to a set of referents that mch_xdes apples, : P
dible objects as in Figure 1a. If we use fr
many other sweet and soft e : sk ' use frul
i ¢ t,” we think of the frui
in its second sense ‘seed-bearing part of plant,
function as a seed for future plants,. typ}cally shown by the seeds or the
referents in the middle of the melon in Figure 1b.
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Figure 1. a. Cut oranges b. melon seeds

But the seed-bearing part may be the whole fruit as is the case with a
walnut, which is “technically speaking” a fruit (in the second sense), but
it is probably not a fruit in the every-day sense. Thus in the case of a wal-
nut, the referent is the whole seed-bearing part. In the case of the melon
(in the second, technical sense), the referent is rather the core with the
seeds. However, in the every-day sense, it is rather the edible part. A ref-
erent can be defined in a simplified way as an entity or part of an entity
evoked by words. Each word sense evokes a member of a different con-
ceptual category. In the fruit example, the category members happen to
be material objects, but in the case of verbs, they could be actions and in
the case of adjectives, they could be properties.

There is no precondition that the “things” in the category need exist
in the real world. The category “fruit” contains all real and imaginary
apples and oranges that fruir could possibly be applied to, in the same
way in which goblin will have a set of members associated with it, re-
gardless of whether goblins are real or not.

In the next sections we will look more closely at the relationships
among members of a category. We will look at which member is consid-
ered the most central or salient one (2.2.1), how the members are linked

to each other in meaning (2.2.2), and how meanings are fuzzy, i.e. cannot
always be distinguished clearly (2.2.3).

2.2.1. Salience: Prototypical word senses and referents

In Chapter 1.3.1., it was shown that categories, e.g. the category “chair,”
have prototypical or central members and more marginal or peripheral
members. This principle does not only apply to the members of a cate-
gory, but also to the various senses of a word form. The question then is:
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how can we tell which sense of a word form like fruir_ is the most centre;l?
There are three interrelated ways that help us determ1.ne which sense of a
word is the most central. In order to estabhsh the salience of a sinse, \t»ve
can look at what particular sense comes to mind first, we can ma Ie a 1? a;
tistical count as to which use is the most frequept, or wc}:1 can look a
which sense is the more basic in its capacity to c”larxfy the other zensesﬁ.
When you hear someone say “I like fruit, pr(_)bably the 1r’st t 11111g
that comes to everybody’s mind, not only to the dlcthna‘ry mak_er §, is the
sweet and soft edible part’ sense_and not the archaic offsp,rmg lsgnsei
The technical sense of ‘seed-bearing part of a plant or tree yvog ncl)'t
occur to us as immediately, unless we were talking about Sruitint ?it (15(11
of context. If you were to count the types of senses Whgre a woi*1 1hc
fruit is used in every-day language, you would probably discover that the
‘edible part’ sense is used far more freguently t’hgn the other s.ensesi
From this we may infer that the sense ‘edible part’ is much more centrad
or salient in our conception of fruit than the ‘se;ed:bearmg part’ sense an
certainly more salient than the archaic ‘offsprm{; sense. Another }"eason
for regarding both the ‘edible part’ and_also the ‘seed-bearing part’ sense
as more central than the other senses is the fact that thgse senses are1 a
good starting-point for describing the other‘ senses of fruit. For example,
suppose you don’t know the expression fruit of t‘he womb. ‘Thls sense can
be understood more easily through the central ‘seed-bearing part s;:nse
of fi-uit rather than the other way rounq. in othe.r wqrds, the most sz.l 1<t:lnt,
basic senses are the centre of semantic cohesion in the category: they
hold the category together by making the other senses accessible to our
nding.
undelr“shtis cer%trality effects or prototypicality effects. mean that some
elements in a category are far more cons.picpous or salient, or more1 fre-
quently used than others. Such prototypicality effects occur not only at
the level of senses but also at the level of referents. As we saw earlier,
fi-uit has many different referents. When Northern Europeans are asked to
name fruits, they are more likely to name apples and oranges than avoca-
dos or pomegranates whereas Southern Europeans would name figs.
Also, if we were to count the actual uses of words. in a Northern Euro-
pean context, references to apples or oranges are likely to be more fre-
quent than references to mangoes.
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2.2.2.  Links between word senses: Radial networks

The fact that some word senses are more salient and others more periph-
eral is not the only effect under consideration here. Word senses are also
linked to one another in a systematic way through several cognitive pro-
cesses so that they show an internally structured set of links. In order to

analyze these links and the processes that bring them about, let us con-
sider the senses of school in (3).

(3) school
a. ‘learning institution Is there a school nearby?
or building’
b. ‘lessons’ School begins at 9 a.m.

¢. ‘pupils and/ or

The school is going to the British
staff of teachers’

Museum tomorrow.

We must hand in the geography
project to the school in May.

d. ‘university faculty’ At 18 she went to law school.

e. ‘holiday course’ Where is the summer school on
linguistics to be held?

f. ‘group of artists Van Gogh belongs to the Im-

with similar style’ pressionist school.
g. ‘views shared by a There are two schools of thought
group of people’ on drinking red wine with fish.

h. “a group of big fish A school of whales followed the
swimming together’  boat.

The first sense of school in (3a) is in fact not just ‘learning institution,’
but it can also be the place or building where the learning institution is
housed. Thus in the sentence She left school at the age of 14, the word
school can only mean ‘learning institution,’ but in She left the school af-
ter 4 p.m., school can mean both, and in The school was burned down
only the building is meant.

The last case in (3h) is a problem. As stated before (see definition of
homonymy) there are, historically speaking, two words school The
senses in (3a-g) of school go back to a Latin word schola; the last mean-
ing (3h) is not an extension of the other senses but it stems from a differ-
ent word form, i.e. Old English scolu ‘troup” and has its own develop-
ment. Still, in the present use of the meaning of schoo! as * group of big
fish,” the language user appeals to folk etymology and may rather see this
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i ingly we
i f the other senses. According
ing as a metaphorical extension o °
mfalelugggt the ¢ grou};) of big fish’ sense of school as a proce:sshoft }Ezik ety
y 1 taking all the senses of this word to be related to eac to ctur.ed -
e osgg’, these eight senses appear to form a clus;er (til}_zit is s I"Liln ured In
’ i i ntre with radii going
e of a radial network, 1.e. a centre ous
g}iei}tli?)%s For the radial network representing the senses of schoo
: d four main directions as represented in .Table 3. s within this radial
fin What are now the processes that constitute the links witht s
twork? It is clear that the central meaning of schofol haclisiff:rent .
Elle rniné by a group of (young) people.’ There are four flerent pro-
o es that allow us to focus on one or more components mGree 1% neral
Ceiz ory. The first is metonymy. _In metonymy (fr(()lm Greek meva
fah & e,‘ and onoma ‘name’) the basic meaning of a wor can be d for
; aI'ltgor the part for the whole. For instance, school as a learmglge R
?ult)i?)n for a group of people’ allows us to foccllls x.1ponne:1a<l:112€s.tlil es t (the
i and we ca
i taff) of this complex category st
pupls e for the whole category. In metonymy
head of the school) for . °
(e'g.axtlttlii link between two or more senses of a word is ban:d oréhaozc;lgs
:F:omnship of contiguity, i.c. between the whole of sorpethmg; t::i ;ssons as
aln “institution for learning in glroup” antd ay;r)rellir(t:a?lfy 1ts,tzhgd., the Jess of n
xpression the school can meton '
faiﬁ tcl)lr?ereltsp i.e. the building itself, the lessqns, the pupxicsi)tk.le sgiﬁ;,otrl:l:
;(éadlznaster ’etc. More generally, contiguity is c;he stl':l(t)?eo ) Ce;gtgainer me
rt and a w R
contact such as that between a pa . er and
:}(1)? c(z)t;ltents, a place and its inhabltal}ts, ete. For examli)le},l in 121;%15[)};;;[&
most languages we may say something like He drank the w

Table 3. Radial network of the senses of school
c. ‘pupils/ teaching staff’

b. ‘lessons’

. . . . ¢ . . f l N
h. gIOup Of R a. leallllllg lllStltuthI'l', e d. umverSlty acu ty
flSh bu‘ldlng e. one Spec’al course

f. ‘group of artists sharir}g styl_e" ,
g. ‘group of people sharing opintons
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With such an expression we mean of course the contents in the bottle and
not the bottle itself. Because the bottle and its contents are literally in
contact with each other, this is considered a metonymic link. As we will
see in Chapter 3.3., however, the concept of contiguity does not apply
only to real physical or spatial contact, but also to more abstract associa-
tions such as time or cause.

The link which language users as folk etymologists make between
the central sense of schoo! as an ‘institution for learning in groups’ and
its most peripheral sense as ‘a group of fish swimming together’ is based
on the process of metaphor. Metaphor (from Greek metapherein ‘carry
over’) is based on perceived similarity. Referring to the bottom part of a
mountain as the foot of the mountain is based on a conceived similarity
between the structure of the human body and a mountain and hence a
transfer is made from the set-up of the human body to that of the envi-
ronment. Even the interpretation of a homonym such as school in the
sense of ‘group of fish’ can be related to the senses of school as ‘group of
learners’ and may thus be motivated by the relation of similarity which
language users perceive between a group of learners following a master
and a group of fish swimming together and following a leader. But the
similarity is completely in the eyes of the beholder: if he wants to see the
similarity, it is there. But the link is never objectively given as in the case
of metonymy, where the relation of contiguity always involves some ob-
jective link between the various senses of a word. In a metaphor one of
the basic senses of a form, the source domain, e.g. elements of the hu-
man body, is used to grasp or explain a sense in a different domain, e.g.
the elements of a mountain, called the target domain.

The other senses of school are based on the processes of specializa-
tion and generalization. The process of specialization is found with the
senses of school as in (3d) ‘a university faculty’ and (3e) ‘one special
course.” In a process of specialization the word’s original meaning is
always narrowed down to a smaller set of special referents. Thus from
the general meaning of school as ‘an institution for learning,” English has
narrowed the sense down to that of an ‘academic unit for learning’ (3d)
and even further down to ‘any specialized institution for learning one
specific subject’ as is usually the case in a summer school (3e), or a
dance school, a language school, etc.

Another example of specialization is the English word corn, which
was originally a cover-term for ‘all kinds of grain.” Later it specialized to
the most typical referent in various English-speaking countries such as
‘wheat’ in England, ‘oats’ in Scotland, and ‘maize’ in the USA. The word

queen also went through a specialization pr
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ocess. Originally, it meant any

ife
4t s hi i only one type of wi
‘wife or woman,” but now it is highly resng:fht(l)anguage b ds with

in ‘king’s wife’ or ‘female sovereign. ‘ | hunting,’
o kfns]gezixgztign. Thus hound now denotes ‘a doinugid])lztch wo rgds
e b g to denote ‘any kind of dog,” like the Germ O il like
o uizeond ‘dog.” Similarly deer originally me‘ant kigd E bird’ like
Hund, or Dutch .T ier, dier ‘animal,” fow! mean‘t ani‘/orm or way of dy-
geﬁgﬁ or Dutch Vog:zl ‘bird,” to starve meqnt, any
i e’ like Dutch sterven, German_ster.ben to dle.. ion. which we find in
e The opposite of specialization is gene;’all,za 1(3;;) ‘group of people
enses of school as in (3f) ‘group of artists” or o institution for
e opinions.” Here the meaning component O £ people mentally
. }})ms been broadened to that of ‘any grOUPf (;tyilje or opinions.’
leamm% upon shared activities or sharing views O S reive. The word
it thef examples of generalization are moon arld_t s now applied o
o Ori inally referred to the earth’s satellite, but 1 ean “to reach the
o 1 lcz)mcgt’s satellite. The verb fo arrive ?sed to mit  eans <o reach
?ir\l?;rl’)s shore’ or ‘to come to the river bank,” but now

ination.’ d like
s destmatl?snée Table 4), the different senses of a Pog’stifr‘;?lush V\él(i);ferent
- Sul?r?g:ryn a cluster of ;enses which are interrelate 1izatio§ The vart-
S'Chm') etonymy, metaphor, specialization and geneéato o other by
s mes o};' a ’word are thus systematically linke o iaese SoM36S
e sensf different paths. Together, the relations be O attal (sct o)
gﬁlsa radial set as shown in Table 3, starting from

Table 4. Processes of meaning extension of school

METONYMY . ‘teaching
a. ‘learning —— b. ‘lessons for group —b P
institution’ of pupils’

SPECIALIZATION

GENERALIZATION 1 “university faculty’

f. ‘school of artists’

¢ i urse’
g. ‘school of thought’ e. ‘special co

METAPHOR
l h. ‘school of fish’
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sense(s) and developing into the different directions. In addition, Table 4

offers a survey of the possible processes that have led to the meaning
extensions of school.

2.2.3. Fuzziness in conceptual categories and word senses

So far we have talked about the senses of a word as if they are clearly
separate from each other. But we saw in Chapter 1 that meanings reflect
conceptual categories. Categories may have clear centres, but their
boundaries may not be clear-cut, and categories may overlap. As already
discussed in Chapter 1.3.1., this phenomenon is called fuzziness, i.e. the
boundaries of any category may be unclear or fuzzy. Since senses sym-
bolize conceptual categories, it is no surprise that they cannot be defined
in such a way that they include all the referents that should be included
and exclude those that do not belong to the category. As an illustration,
let us consider the question whether the central sense of Jruit can be de-
limited in a straightforward fashion. Such a delimitation would take the
form of a classical definition, a definition that lists all the necessary and
sufficient conditions for something to be a member of a category. Such a
classical definition is possible for any mathematical category, e.g. the
category of “triangle,” which is defined as ‘a flat shape with three
straight sides and three angles’ (DCE). A condition is necessary in the
sense of naming characteristics that are common to all triangles, and it is

sufficient in the sense that it distinguishes a category, e.g. a triangle from
any other category, e.g. a shape like .~~~ . This shape has three lines,

but only two angles. So both elements “three lines” and “three angles”

are necessary conditions, but at the same time also sufficient conditions:
a flat shape with three lines and three angles can only be a triangle. But
things are different with most natural categories.

If we try to give the necessary conditions or characteristics for fruit,
characteristics such as sweet, soft, and having seeds may come to mind as
good candidates. But these are not always necessary since lemons are not
sweet, bananas do not contain parts that are immediately recognizable as
seeds, and avocados are not necessarily soft. There are of course a num-
ber of characteristics that are necessary. All fruits “grow above the
ground on plants or trees” rather than in the ground. They have “to ripen”
before you can eat them, and if you want to prepare them rather than eat
them raw, you would primarily use sugar, or at least use them in dishes
that have a predominantly “sweet taste.” Taken together, however, these
obligatory features are not sufficient since they do not exclude almonds
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d other nuts or a vegetable like rhubarb, which is usually cooked with
an

Sugar.

We must conclude, then, that the central sense of fruit cannot be de-

. sl ary and sufficient condi-
ﬁngg :rllcel1 gg:/sesrlfr?é Szﬁilst%est:zag%it‘ij:stholflizzsai Z)};eall'(ezrii glr?g?rgsl?gdo?l};
it floveres, s ek
mgfsafny fuzzy or ill—deﬁ_nedd.\:; ecr?‘i/(:: Vﬂeﬁrylkwc?tl“l ﬁi:hgt s*éf_y et
R I L Attt
;(c)(?;;tugl;:’ istl};c\klle;y mlglltcﬁ itrt;leagzggeésﬁot fit all fruits eqtially well.

2.3. From concepts to words: Onomasiology

Whereas semasiological analysis starts w'ith a yvord and tries t;)t dlfsrc(:)?:\/e;
the various senses it may have, onomasiological ana(iytsm sta Sthat o,
i i ds that are used to name -
i oncept and investigates the wor : . c e »
%lﬁgrcconcgpt. What is the purpose of onomaglologlcal analymsf. ;Frgs; r(})({
all(i it can help us find out where (new) {;a?i‘lfcal 1ttc=,‘r)vnos.r gsor?:r trh m and
i i to introduce differen
which mechanisms are used e onesose of onoma:
t into the vocabulary of a language. )
gio(ﬁ((;zi)cal analysis is to discover patterns 1lnfa I%I‘QUI; ggnc:(gicsgtgfa}ll\goigs
ical field. A lexical field 18
lated words, called a lexical s 8 O O o
ings i nceptual domain. .
that all name things in the same co L o il
h are related and belong to
breakfast, lunch and brunch are rel long (o e S e en.
hings in the domain o .
field because they all name t ! X  ooner
in, in i any coherent are
omain, in its turn, can be defined as ! )
:E:lliz(:nion such as meals, space, smell, colour, articles of dress, the hu
k]
the rules of football, etc., etc. . -
man’?gg};uestion is: what is the position and status of su})glg ;;vords 112&3
lexical field delimited by a more general word like mea{ ? Ot e}r1 ;};pdis-
xical fields are found in conceptual dgmams suc K t
eed, games, knowledge, etc. As we will show.m t le n_exl
sections, the concéptual relations that OCCLg between ;N;:;l(s)r?ige I;)i{fl‘f:d
’ tween the senses 0
are very analogous to those pe : r
frllelge secti(g on semasiology: salience effects, links and fuzziness.

examples of le
ease, travel, sp
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2.3.1. Salience in conceptual domains: Basic level terms

Just as there are salience effects in semasiology, which tell us which one
of all the senses of a word or which one of the referents is thought of first
and used most often, there are salience effects in onomasiology. For ex-
ample, in a group of words like animal, canine, and dog, the hierarchical
order goes from more general to more specific. If faced with something
that barks at you, probably a word like dog would come to mind first.
This would be one type of salience effect. Another type of salience effect
may occur in a group of words that are at the same level of a hierarchy,
such as labrador, Alsatian, German shepherd, and so on. Some names
for dog breeds may occur more often than others. Both types of salience
effects are discussed below.

According to anthropologist Brent Berlin, popular classifications of
biological domains usually conform to a general organizational principle.
Such classifications consist of at least three - for Berlin’s investigation
even five - levels, which go from very broad and general to very narrow
and specific. Thus in conceptual domains (see Table 5) with several lev-
els, the most general category is at the highest level, and the most spe-
cific one is at the lowest level. A basie level term is a word which,
amongst several other possibilities, is used most readily to refer to a
given phenomenon. There are many indications that basic level terms are
more salient than others. For example, while learning a language, young
children tend to acquire basic level terms such as tree, cow, horse, fish,
skirt before more general names like plant, animal, garment, vehicle,
Jruit or specific names such as oak rree, labrador, jeans, sports car and
Granny Smith. From a linguistic point of view, basic level terms are
usually short and morphologically simple. From a conceptual point of
view, the basic level constitutes the level where salience effects are most
outspoken. At the basic level category, individual members have the most
in common with each other, and have the least in common with members

Table 5. Folk classifications of conceptual domains

Levels Conceptual domains

general level plant animal garment vehicle fruit

basic level tree dog trousers car apple

specific level oak tree labrador | jeans sports car | Granny
Smith
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i t, items such as
- ic level category. In the domain of garment,
of a efated BIC nd coats Eqay be considered basic level members. All

kirts, a '
tmus‘te)?r’s Sof the category “skirt” have in common that (1) they do not
ment

ly restricted to female wear-
s separately, (2) they are norma
covegtht%;gcovg' the body from the waist down, z}nd (4’1’) they.usually 1a;c1
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o i higher level such as undergar
ers of categories at a hig uch a .
han}c?l;errrlltelrgt\)/e only onegra‘ther general characteristic in common: they all
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“a layer of clothing. _ ‘ . '
reprersﬁgt basicylevel model is useful in that it predicts }t{o a cegali? :;{r‘irelgt
C o Pt v
i i t salient in a folk classification. How ,
ek Lo e y t the same level is preferred and
redi hich term among the terms at | nd
P ot i ou are looking at a magazine and you se
e O s 'Imaglne y s that are wrapped. Is it both a
rt skirt with two loose front pane ' ot
e il\?er skirt and a miniskirt? What are we most 11k.61y tol.c?H lf"e.:fé?‘
:iwta Ii)led analysis of such terms has shown that fashion journa dlS s P cfer
If aterm miniskirt in such a case. If there are several. equally fscrlpoVer
fcefms at one level, what criteria are applied in the choice of one term

another?

Figure 2. Some women’s garments

culottes

wrap-over skirt pleated skirt miniskirt
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We can explain this fact with the notion of entrenchment. This concept
was first introduced by Ronald Langacker to explain how new expres-
sions may be formed and then remain deeply rooted in the language. For
example, in the past the two words by and cause formed the new com-
pound because. This newly formed compound was used so often that
people were no longer aware of its origin. In other words, a word group
may develop into a regular expression, until it is so firmly entrenched in
the lexicon that it has become a regular, well-established word in the lin-
guistic system. A similar process may apply to the choice of one particu-
lar member of a category rather than the other. The name miniskirt is
highly entrenched since it is used much more often than the name wrap-
over skirt or another more general or more specific name, ‘

2.3.2. Links in conceptual domains: Taxonomies

In Section 2.2.2. on the links between the senses of a word (semasiol-
0gy), we saw that words may develop new senses through the processes
of metonymy, metaphor, specialization, and generalization. These proc-
esses may also be applied in onomasiology. As we saw earlier, onomasi-
ology deals with the relations among the names we give to categories.
These categories, in turn, are not just there in isolation, but they belong
together according to a given conceptual domain.

Within a conceptual domain, we not only find a distinction between
a more general level, a basic level and a more specific level, as illustrated
in Table 5, but these levels also form a hierarchical taxonomy. In a hi-
erarchical taxonomy the higher or superordinate level is the more gen-
eral level and subsumes all the concepts below it at the basic level. This
basic level subsumes specific concepts at the subordinate level, as illus-
trated in Table 6.

A hierarchical taxonomy is a special instance of a lexical field in that
the lexical items are now hierarchically ordered. Thus in all cases of a
lexical field, e.g. “article of dress” we can always distinguish between
three hierarchical levels: going up in the taxonomy is generalization, go
ing down in the taxonomy is specialization. As the third group of words
like shirt, T-shirt, sweater, etc. shows, in a number of cases there may be
a lexical gap, i.e. there is no basic level term available where we might
expect one.

In the development of human thought and culture we do not only
create lexical fields or taxonomies, but we also make other types of links,
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Table 6. Hierarchical taxonomy

LEVELS

i article of dress
Superordinate

_ 9
skirt trousers ?

N\

Subordinate  Wrap-over mini- leggings shorts jeans
skirt skirt

Basic

shirt T-shirt sweater

e
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(4) Instances of conceptual metonymy

. PERSON FOR HIS NAME: I'm not in the telephone book.

. POSSESSOR FOR POSSESSED: My tyre is flat.

. AUTHOR FOR BOOK: This year we read Shakespeare.

. PLACE FOR PEOPLE: My village votes Labour.

- PRODUCER FOR PRODUCT: My new Macintosh is superb.
CONTAINER FOR CONTAINED: This is an excellent dish.

O a0 o'

In each of these instances, the thing itself could be named. Thus in (4a)
we could also say My name is not in the telephone book, in (4b) The tyre
of my car is flat, in (4¢) This year we read a play by Shakespeare, etc. By
the use of the metonymical alternative, the speaker emphasizes the more
general rather than the specific factors in the things named.

Table 7 summarizes the conceptual relations we find in semasiologi-
cal and onomasiological analyses. In both we discern hierarchical rela-

tions (from more general to more specific), relations based on contiguity
and relations based on similarity.

Table 7. Conceptual relations in semasiological and onomasiological

analysis.
Conceptual In semasiology (how senses | In onomasiology (how concepts
relations of one word relate to each and words relate to each other)
other)
1. hierarchy generalizing and specializing | conceptual domain: taxonomies

(top/ bottom) | e.g. school of artists vs.
school of economics

(e.g. animal, dog, labrador)
and lexical fields: e.g. meals

2. contiguity metonymical extensions of conceptual metonymy, e.g.
(close tosth.) | senses (school as institution | CONTAINER FOR CONTAINED
- lessons - teaching staff)

3. similarity metaphorical extensions of | conceptual metaphor, e.g.
(like sth.) senses (win an argument) ARGUMENT IS WAR
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2.3.3. Fuzziness in conceptual domains: Problematical taxonomies

In Section 2.2.3. we saw that whenever categorizat%on of natural catego-
ies is involved, there is by definition some fuzziness at the category
ﬂg es. Tomatoes, for example, can be categorized as either vegetables or
ffrugit, aepending on who is doing the categorizing. The same goes for the

i i ain. '
Onor;?)srlzl):)agr:f;lle?ﬁen we look at the basic level model i_ntro'duced in
2.3.1., we might feel that if we “puzzle”_long enough we.wﬂl dlscov?r a
clear, mosaic-like organization of the lexicon where each item has a clear
“place” in a given taxonomy. However,. theye.are several reasgnls to
question this apparent neatness. For one thing, it is not al\'zvays .p0551bhc? to
decide exactly at which level one should place a lex1cg11 item in thel l1er-
archy. As Table 8 shows, such problems are easy to find in actll;\a ba?}-l
guage data: since shorts, jeans, and trousers are generally worn by bo h
men and women, the taxonomy in Table 8 shows overlapping areas 1
women’s and men’s garment criteria are taken into account.

Table 8. Taxonomy with fuzzy areas

garments
skirt trousers suit
wrap-over mini-  leggings shorts jeans

skirt skirt

men’s garments

women’s garments

A detailed analysis of clothing terms provided the .followmg problem: at
which level of the taxonomy in Table 8 would the item culottes (see'Flg—
ure 2 on page 39) have to be placed? Is it a word at thimgre”gener.ahzed,
higher end of the taxonomy, alongside “trousers” and “skirt, that is, as a
basic level term (Table 9a), or do culottes beloqg one level below t?hese
terms as a subordinate category, at the more specific level (Table 9b)?
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Table 9. Culottes

a. as a basic level term b. as a subordinate term

garment covering legs skirt

skirt (f) culottes (f) trousers (f,m) wrap-over  miniskirt  culottes
skirt

The fact that we cannot determine exactly at which level an item should
be put relates to semasiological salience effects. As we saw earlier, those
category members that are preferred and occur the most are the most sali-
ent. For example, words like trousers and skirt occur much more often
than culottes. By nature, such salient category members are better cate-
gory members than non-salient members. We may conclude that if it is
unclear whether culottes are a pair of “trousers” or a “skirt,” it is also
unclear where to put it in the taxonomy. Different languages may even
tend to classify the items differently. For example, the Dutch equivalent
for culottes, i.e. broekrok (literally “trouser skirt’), emphasizes the “skirt”
‘aspect. The definition in the DCE for culottes, i.e. “women’s trousers
which stop at the knee and are shaped to look like a skirt,” emphasizes
the “trouser” part even more. From this viewpoint it would be at the same
level as leggings, shorts, and jeans as represented in Table 8.

Also, contrary to what the basic level model might suggest, the lexi-
con cannot be represented as one single taxonomical tree with ever more
detailed branchings of nodes. Instead, it is characterized by multiple,
overlapping hierarchies. One could ask oneself, for instance, how an item
like woman's garment, clothing typically or exclusively worn by women,
would have to be included in a taxonomical model of the lexicon. As
Table 8 shows, such a classification on the basis of sex does not work
because some items may be worn by both men and women. Conse-
quently, the taxonomical position of woman’s garment itself is unclear
because it cross-classifies with skirt/ trousers/ suit.
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| 2.4 Conclusion: Interplay between semasiology and ono-

masiology
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This recognition points the way towards a fully integrated conception of

. lexicology, in which both semasiological and onomasiological ap-
proaches are systematically combined.

2.5. Summary

We can see two almost opposite phenomena when studying words and
their meanings. On the one hand, words are polysemous or have a num-
ber of different related senses. On the other hand, we use many different
words, sometimes synonyms, but sometimes far more general or far
more specific words, to refer to the same thing. Such words are collected
in a thesaurus. Next to relations of polysemy and synonymy, there is
also antonymy and homonymy The two basic approaches to the study of
words and their senses or meanings are known as semasiology, and
onomasiology, respectively. Although they are fundamentally different
approaches to the study of the senses of words and the names of things,
they are also highly comparable in that we find similar phenomena with
respect to prototypicality or centrality effects, links between senses or
words, and fuzziness.

Amongst the various senses of words, some are always more central
or prototypical and other senses range over a continuum from less cen-
tral to peripheral. The sense with the greatest saliency is the one that
comes to mind first when we think of the meanings of a word. All the
senses of a word are linked to each other in a radial network and based
on cognitive processes such as metonymy, metaphor, generalization
and specialization. In metonymy the link between two senses of a word
is based on contiguity, in metaphor the link is based on similarity be-
tween two elements or situations belonging to different domains, i.e. a
source domain, e.g. the human body, and the target domain, e.g. the
lay-out of a mountain. The borders between senses within a radial net-
work and especially between the peripheral senses of two networks such
as fruit and vegetable are extremely fuzzy or unclear so that classical
definitions of word meanings are bound to fail, except in highly special-
ized or “technical” definitions, in dictionaries.

Amongst the various words that we can use to name the same thing,
we always find a prototypical name in the form of a basic level term
such as tree, trousers, car, apple, fish, etc. Instead of a basic level term
such as trousers or skirt we can also use superordinate terms such as
garment or subordinate terms such as Jeans or miniskirt, but such non-

pasic terms di

‘ If no wor

or vice versa, we
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LTI A
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jerarchical taxonomies in lexical items do not neatly

mitted that the h taxonomy of branching distinctions, but that fuzzi-

add up to one great
ness is never absent.

2.6. Further reading

i inguistic categorization and prototypes in
The m(')St asc CTeaS Slﬂgie( lvggr:%.%{lhlel tegchnical analysis of terms of cli)thmgaﬁg
Sen.lantl;s'l chayter very strongly draws is Geeraerts, Grond@ aerst :
e IS1994)p Studies on basic level terms have be;en carried olu9 69);
Bakc?mal(97 8) Berlin et al. (1974) for plants and Berlin and Kay ( )
It“g()irléglc()ur ter;ns Studies of metaphor and its im?flgg (;))n tie Setﬁga;s(l)ofnthe
i i in Lakoff and Johnson 80).
meamn%Sf x:aggzregpecially via metonymy, %s Stein (193 1)6. /} 9sétiﬁl)y (X
cha_ngf elations ta:xonomies, antonyms, etc. is Cruse (198 . t rms A
le{(l_cal . raisai of the classical definition of wo.rd meaning m1 9687) of
grmca o and sufficient conditions” is offerefl in Geeraeﬂs ( 1953)
p?(?f()ets}fs;gality in Geeraerts (1988), and of fuzz(nixg%sé‘r ml(9396§)rairftesh ﬁer an(i
i i iscussed in Lehrer , 1990), '
i?ﬁ;i:l (fligl‘)ds)StuCCilleiseraarleizg‘zisocr‘x1 and specialization studies are found in

Ullmann (1957).

2.7. Assignments

1. From the large number of senses and contexts _for ;he ?vord head
" DCE mentions over sixty. We offer a small selection here:

i es, mouth, brain, etc.
he top part of the body which has your eyes,
ﬁ?} ;oeur Ilzlilild: My head was full of strange thogghts.
(c) understanding: This book goes over my head.
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(d)
(e)

(0
(2

the leader or person in charge of a group: We asked the head

Jor permission.

the top or front of something: Write your name at the head of

each page.
calm: Keep one’s head cool.
(for) each person: We paid ten pounds a head for the meal.

Using Table 4 ?n this chapter as an example, explain what the pro-
cesses of meaning extensions are for “head” and point out which of
these meanings are metaphors and which are metonymies.

2. The following are some of the different senses of skirt(s) as adapted

from the DCE dictionary item quoted below in (a-d
by further contexts (e-i): (3 and extended

(a)

(b)
(©)
(d)
(e)

®
(g)

(h)
(i)

a piece of outer clothing worn i i
hangs down from the waigt by women and girls which
the part of a dress or coat that hangs down from the waist

the flaps on a saddle that protect a rider’s legs

a circular flap as around the base of a hovercraft

a bit of skirt: an offensive expression meaning ‘an attractive
woman’

skirts of a forest, hill or village etc.: the outside edge of a for-
est etc.

a new road skirting the suburb

They skirted round the bus.

He was skirting the issue (= avoid).

Figure 3. Some senses of skirt

(@

()

(ii)
(iif)

(iv)
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What is likely to be the prototypical meaning and point out
which process of meaning extension (generalization, meta-
phor, metonymy, specialization) you find in each of the other
cases. Give reasons for your answers.

How are the meanings in (£, g, h, i.) related to the prototypical
meaning? What is the difference between (f) versus (g, h,1)?
Which of these meanings would lend themselves for a a clas-
sical definition? Which of them would not? Give reasons for
your answers.

Draw up a radial network for the senses of skirt.

Draw up aradial network for the different senses of paper.

(a)
(b)
(c)
(d)
(e)
®

The letter was written on good quality paper.

I need this quotation on paper.

The police officer asked to see my car papers.

The examination consisted of two 3 hour papers.

The professor is due to give his paper at 4 o’clock.

Seat sales are down, so we’ll have to paper the house this af-
ternoon. (Theatrical slang: ‘To give away free tickets to fill
the auditorium’)

The equivalents of the two first senses of English fruit in German
and Dutch are expressed as two different words:

Sruit

(a) sweet, soft and edible part of plant=E. fruit G. Obst, D. fruit
(b) seed-bearing part of plant or tree = E. fruit G. Frucht D. vrucht

Which of these illustrates a semasiological solution, and which an
onomasiological one for the same problem of categorization? Give
reasons for your answer.,

In the thesaurus entry for fruit quoted in example (2) in this chapter
we find the items harvest and yield both under the literal meanings
of (2a) and under the figurative ones of (2b). Which of these can be
related to fruit by the process of metonymy, and which by the proc-
ess of metaphor? Give reasons for your answer.
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6.  Below is a list of expressions with the word “red.” In each case, try
to find a plausible motivation for the use of the word and argue
whether we have more to do with a “linguistic” metaphor or meton-
ymy as with “school” (see table 4) or more with a conceptual meta-

phor or metonymy as with “foot of the mountain” (see Section
23.2).

(a) redhead (= someone with red hair)

(b) red herring (= something that is not important, but distracts
one from things that are important)

(c) He was caught red-handed (= in the act of doing something
wrong).

(d) He was beginning to see red (= he was getting very angry).

(¢) This was a red-hot (= very exciting) project.

(f)  red politics (= extremely left-wing, communist ideas)

7. For the notion of footwear think of or find as many words as you
can, including such terms as boots, slippers, trainers, pumps, flip-
Sflops, mountain boots, shoes, wellingtons and add terms such as in-
door footwear, sportswear etc.

(a) Which of these words are superordinate terms, and which ones
subordinate terms?

(b) Which of these words could be considered “basic level
terms?” Give reasons for your answer.

(c) Which of these words are highly entrenched, and which ones
aren’t? Give reasons for your answer.

(d) For this set of words, draw up a hierarchical taxonomy as in
Table 6 or Table 8 in this chapter.

When young children first acquire language, they are known to call
any male “dadda,” any round object “apple,” or any bigger animal
“wau wau.” Using the information given in Chapters 1 and 2, try to
give an account for this phenomenon.

CHAPTER 3

Meaningful building blocks: Morphology

3.0. Overview

In Chapter 2, we saw that lexical items may have several, ofteg gela;;ag
sgnses (semasiology) and that the same notion may be explrc;asasfcougt it
ical 1 i We also saw we cou
t lexical items (onomasiology). : .
f?;lig between different senses of the same word or different 'mlgan:pis
almong words within a lexical field using the categories of specialization,
ralization, metaphor, and metonymy. o
geneIn this chapter we will see that the same principles may apply to
morphology, which is the study of building elements used to form .cocrln—
posite words or grammatical units. In a narrowfsense(:j, ml(\)/lrp};stllcégge;s t 1‘;
i | structure of words. Mo .
fined as the study of the interna . forphomes,
i language, are like words in _they
mallest meaningful elements in ‘
1Snay have prototypical senses and peripheral senses, together forming a
ial network of senses. )
radlék morpheme can be either a word or an affix. quds can O%CU.I‘ on
their own and then are independent morphemes. For this reasonht ey are
called “free morphemes.” In contrast, affixes cannot occur on their own
are therefore called “bound morphemes. ' '
e The most important processes of word formation are compoqndmgc,l
e.g. apple tree, and derivation, e.g. breathless. Other processes of wor
fc')r'mation are conversion (clean — to clean), backder{vat'lon (t)ngw{r;ct_e;;
—> to typewrite), blending (motor + hotel — motel), clipping (a miniskir
. » § . ELf).
— a mini) and acronyms (European Union — ' '
Grarrzmatical morphemes are used to link woyds ina gramrrblau;al
unit. They function as building elements for syntactic groups (e.g. books)
or for sentence construction (e.g. worked).




CHAPTER 6

Language, culture and meaning:
Cross-cultural semantics

6.0. Overview

The previous chapters have shown repeatedly that linguistic conceptuali-
zation may be radically different in various, even closely related lan-
guages. This applies to concepts expressed through all aspects of linguis-
tic structure, i.e. the lexicon, morphology, syntax, and even in phonology,
through tone and intonation.

This chapter will look into cross-linguistic semantic differences in a
systematic way. We will present a method for pinpointing semantic dis-
tinctions and for exploring their cultural relevance. A key question is
whether differences in linguistic conceptualization play a central role in
language and thought or whether they are rather marginal. Both positions
have been advocated. The first is known as linguistic relativity, in its ex-
treme form as linguistic determinism. The second is known as universal-
ism and holds that all people all over the world basically think in the
same way. This chapter proposes a compromise between the extremes:
most linguistic concepts are indeed language-specific, but there is also a
small number of universal linguistic concepts which occur in all lan-
guages. These universal concepts can be used as a “neutral” basis for
paraphrasing the huge variety of language-specific and culture-specific
concepts in the languages of the world. This is illustrated firstly for lexi-
cal concepts, then for grammatical concepts, and finally for the cultural
norms of behaviour which underlie people’s behaviour in different cul-
fures.

6.1. Introduction: Linguistic relativity and universalism

A key question is whether language influences thought or thought influ-
ences language. Both positions have been advocated. The first is known
as linguistic relativity. The rival position is known as universalism. It
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assumes that human thought is significantly similar across all cultures -
that humankind shares a certain “psychic unity” - and that since language
is a reflection of human thought, all languages are significantly similar as
far as their conceptual categories are concerned. In its extreme version,
this position asserts that linguistic conceptualization is essentially the
same in all languages. Though incompatible in their extreme versions,
this section will show that it is possible to see some truth in both linguis-
tic relativity and universalism.

6.1.1. Linguistic and cultural relativity

How much does our language influence the way we think? How deeply
do language and culture interpenetrate and influence one another? Few
questions about language have fascinated thinkers more throughout the
ages.

In 1690 the English philosopher John Locke observed that in any
language there is a “great store of words ... which have not any that an-
swer them in another [language].” Such language-specific words, he said,
represent certain “complex ideas” which have grown out of “the customs
and manner of life” of the people (1976: 226). This same insight recurred
throughout the German Romantic tradition, especially in the writings of
Johann Gottfried Herder and Wilhelm von Humboldt, who regarded lan-
guage as a prisma or grid spread over things in the world so that each
language reflects a different worldview (Weltsicht). It was eventually
taken to America in the person of Franz Boas, the founder of cultural and
linguistic anthropology in that country.

In America Boas and his students encountered languages and cul-
tures which differed enormously from those of Europe. So great were
differences in the area of vocabulary alone that, as Edward Sapir (1949:
27) observed: “distinctions which seem inevitable to us may be utterly
ignored in languages which reflect an entirely different type of culture,
while these in turn insist on distinctions which are all but unintelligible to
us.”

Similar observations were made in the thirties by Russian researchers
such as Luria and Vygotsky (1992), who found that indigenous Sami
(Lapp) societies in the north of Norway had huge vocabularies, but often
lacked a more abstract general category or hyperonym:

One of the Northern primitive peoples, for example, has a host of terms for the
different species of reindeer. There is a special word for reindeer aged 1, 2, 3,
4,5, 6 and 7 years, twenty words for ice, eleven for the cold; forty-one for snow
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in its various forms, and twenty-six verbs for freezing and thawing. It is for this
reason that they oppose the attempt to make them change from their own lan-
guage to Norwegian, which they find too poor in this regard. (1992: 63)

The grammatical systems of the languages of the New World also came
as a shock to European sensibilities. There were languages lacking famil-
iar categories like countable and uncountable, noun and verb, tense and
case, but prolifically endowed with exotic distinctions, such as whether
an event or action was reiterated in space or in time; whether it took
place to the north, south, east or west; whether the speaker knew of it
from personal observation, from deduction, or from hearsay; or whether a
thing was visible or not.

Sapir (in Mandelbaum 1958: 157-159) gives the example of what in
English is described in terms of a “happening” schema, i.e. “The stone
falls.” Kwakiutl (a native American language of British Columbia) spe-
cifies whether the stone is visible or invisible to the speaker at the mo-
ment of speaking and whether it is nearest the speaker, the hearer or a
third person. But Kwakiutl does not specify whether it is one stone or
several stones. Neither does it specify the time of the fall. In the imme-
diately neighbouring language of the Nootka, the comparable expression
does not contain any noun equivalent to “stone,” but only a verb form
consisting of two elements, one for the movement or position of a stone
or stone-like object, and a second for the downward direction, so that the
scene would be more faithfully expressed in English as “It stones down.”
In Nootka, according to Sapir, the English view of “a stone” as a time-
stable entity is not present; rather, the “thing status” of “stone” is implied
in the verbal element which designates the nature of the motion involved.
In view of examples like this one, it is hard to avoid the conclusion that
the different grammatical categories of different languages invite, or even
compel, their speakers to see the world in distinctive ways. This view is
referred to as the “Sapir-Whorf hypothesis.” Benjamin Lee Whorf, who
coined the term linguistic relativity, explained it as follows:

We dissect nature along lines laid down by our native languages... We cut na-
ture up, organize it into concepts, and ascribe significances as we do, largely
because we are parties to an agreement to organize it in this way — an agree-
ment that holds throughout our speech community and is codified in the pat-
terns of our language. The agreement is, of course, an implicit and unstated
one, BUT ITS TERMS ARE ABSOLUTELY OBLIGATORY; we cannot talk at all except by
subscribing to the organization and classification of data which agreement de-
crees. (Whorf 1956: 213-214)
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Admittedly, Whorf may have exaggerated the degree to which the
agreement that holds throughout a speech community is “absolutely
obligatory.” We can always find a way around the canonical “terms of
agreement” by using paraphrases and circumlocutions of one kind or an-
other. But this can only be done at a cost - by using longer, more com-
plex, more cumbersome expressions than those offered to us by the ordi-
nary habitual patterns of our native language. We can only try to avoid
linguistic conventions of which we are conscious. However, the grip of
people’s native language on their perceptual and thinking habits is usu-
ally so strong that they are no more aware of such linguistic conventions
than they are of the air they breathe.

Whorf has been criticized and attacked as no linguist before or after
him for claiming that language influences thought, but lately it has been
argued quite convincingly that very few of his former critics have really
read and understood what Whorf was trying to say.

One of the most potent objections was that no one has given inde-
pendent evidence that linguistic patterns really do influence people’s
patterns of attention and categorization. Recently, however, evidence of
this kind has come to light. For example, the child language researchers
Choi and Bowerman (1991) and Bowerman (1996) have shown that
English and Korean-speaking children at 20 months of age, which is the
age when children begin to speak, respond quite differently in experi-
ments which require them to compare and group together actions such as
(a) placing pieces in a puzzle, (b) putting toys into a bag or (c) putting a
cap on a pen, and (d) putting a hat on a doll’s head. The English children
classify the relations between the pieces of a puzzle and their “fixed”
position in the puzzle as an in relation just like the “loose” relation of
toys in a box. That is, they assign (a) and (b) to the in group.

Similarly, they make a different group for the “fixed” relation of a
cap on a pen or the “loose” relation of a hat on a head, and consequently
assign (¢) and (d) to the on group. Note that this classification is entirely
forced on these children by the contrast between the English prepositions
in and on. But the Korean children have learned different words, i.e. kkita
for something that has a “firmly fixed” or “tight fit” position, and differ-
ent other verbs for things that are loosely put in or on other entities. Con-
sequently, the Korean children group the equivalent of (a) “tight in” and
(c) “tight on” together as a first group, and (b) “loose in” and (d) “loose
on” as a second group. In other words, both groups of children construe
the relations between objects in the world on the basis of their language-
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Table 1. Cross-cutting classification of acts of “ putting on/ joining”
and “taking off/ separating” by young English-speaking and

Korean-speaking children

ENGLISH-SPEAKING CHILDREN

IN ON
put in/ take out put on/ take off
‘containment’ ‘surface contact, sup-
port’
K a) c)
0 piece/ puzzle cap/ pen
g picture/ wallet lid/ jar
A hand/ glove glove/ hand
N TIGHT FIT book/ fitted case
magnet/ surface

S kkita tape/ surface
P “tight fit and
i attachment’ Lego pieces together/
K  Ppayia apart
i ‘remove from
N tight fit’
G

b) d)
c toys/ bag or box clothing on/ off
IH LOOSE FIT blocks/ pan (hat, shoe, coat, etc.)
[13 other verbs getting in/ out of tub | getting on/ off chair
R ‘loose fit’ going in/ out of house,
E room
N

specific categories, and not on the basis of some universal, conceptual
categories, which extreme universalists claim to exist for all linguistic
categories.

In other research, John Lucy (1992b) has found significant differen-
ces in the way in which adult speakers of English and Yucatec Maya
process information about concrete objects. English speakers show grea-
ter attention to number than Yucatec speakers and tend to classify by
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shape, while Yucatec speakers tend to classify by material composition,
These differences correspond to what could be predicted on the basis of
linguistic differences (English has number marking, Yucatec has classi-
fiers, i.e. affixes of nouns marking them as members of certain catego-
ries).

6.1.2. Semantic primes as a key to cross-cultural comparisons

The traditional view of human thought is that of universalism, i.e. that
all people all over the world basically think in the same way. But since
languages are so different, how could linguistic concepts in various lan-
guages be the same?

Stating differences and similarities between two languages is one
thing. Formulating these differences is another. In the past, research into
the relationship between language, culture and thought lacked descripti-
vely adequate methods for analyzing the similarities and differences bet-
ween the meaning systems of different languages. The key to achieving
the necessary rigour is basing our method of semantic analysis on univer-
sal concepts. Many thinkers through the centuries have believed that a set
of universal concepts exists. Philosophers like Pascal, Descartes,
Arnauld, and Leibniz called them “simple ideas.” Modern linguists gene-
rally refer to them as semantic primes or semantic primitives.

So far about 60 semantic primes can be thought of as universal con-
cepts or as the basic “atoms” of meaning, in terms of which the thou-
sands upon thousands of complex meanings are composed.

However, there are a few complications which should be mentioned.
Firstly, a single semantic prime can sometimes be expressed by different
words in different contexts, called “allolexes” (in analogy to “allo-
phones”). For example, in English else and don’t are allolexes of other
and not, respectively. Secondly, in some languages the equivalents of
semantic primes may be affixes or fixed phrases rather than individual
words. Thirdly, words usually have more than one meaning, which can
confuse the situation. For example, the English word move has two diffe-
rent meanings in the sentences [ couldn’t move and Her words moved me,
but only the first meaning is proposed as a semantic prime.

We can now present an approach for cross-linguistic and cross-
cultural semantics. In Chapter 2 we saw that one way of describing the
sense of a word is to “paraphrase” it by forming a string of other words
which is supposed to “say the same thing.” Paraphrasing works effective-
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Table 2. Universal semantic primes

Substantives

I, YOU, SOMEONE, PEOPLE, SOMETHING,
BODY, WORD

Determining elements

THIS, THE SAME, OTHER, ONE, TWO,
SOME, MUCH, ALL

Experiencing verbs

KNOW, THINK, WANT, FEEL, SEE, HEAR

Actions and processes

SAY, DO, HAPPEN, MOVE

Existence and possession

THERE 1S, HAVE

Life and death

LIVE, DIE

| Evaluation and description

GOOD, BAD, BIG, SMALL

Spatial concepts

WHERE, HERE, ABOVE, BELOW, NEAR,
FAR, INSIDE, SIDE

Temporal concepts

WHEN, NOW, BEFORE, AFTER, A LONG
TIME, A SHORT TIME, FOR SOME TIME

Relational elements

KIND OF, PART OF, VERY, MORE, LIKE

Logical elements

IF, BECAUSE, NOT, MAYBE, CAN

ly only if simpler words are used in the paraphrase. Unfortunately,
dictionary definitions often violate this principle, thus falling into the trap
of obscurity. For example, one dictionary defines the word remind as:
“make (person) have recollection of.” If a person’s knowledge of English
does not include the word remind, is it likely that he or she would under-
stand recollection? Presumably not. Obscure definitions do not serve to
make a meaning clear and explicit. They merely replace the job of un-
derstanding one unknown term by the job of having to understand
another.

Hand in hand with obscurity goes circularity. This describes a
situation in which word A is defined in terms of word B, then word B is
defined in terms of word A, as in the following example (again, from a
dictionary): fate “a person’s destiny;” destiny “that which happens to a
person or thing thought of as determined by fate.” Sometimes it takes
several steps before the circle closes: for example, A is defined via B, B
via C, then C via A. Obviously, we get nowhere by “defining” words in a
circular fashion.

When we attempt to describe the meanings of words from a language
different from our own, there is a third problem. Most words don’t have
precise equivalents across languages. This applies even to apparently
simple and concrete words, for example, hand and break. Russian is a
language which doesn’t have an exact equivalent for English hand, be-
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cause the Russian word which refers to a person’s hand (ruka) applies to
the entire arm. Malay is a language which doesn’t have a precise equiva-
lent for break, because there are distinct words, putus and patah, depen-
ding on whether the break is complete or partial.

Such meaning variation across languages brings with it the danger of
ethnocentrism (culture-bias) in semantics. If we use concepts which are
English-specific in describing another language, then our description will
inevitably be a distorted one because we will impose our own conceptual
categories onto the other language. For example, it would be ethnocentric
to explain the meaning of ruka as “hand or arm,” because the distinction
between the hand and the arm is not important to the meaning of the
Russian word.

How can these problems be overcome? To avoid obscurity and
circularity we have to phrase any description of a word’s meaning in
simpler terms than the word being described. A description of a word
meaning which follows this principle is called a reductive paraphrase,
because it breaks down (or “reduces”) the complex meaning into a com-
bination of simpler meanings. The most complete reductive paraphrase is
achieved when we have phrased the entire concept in terms of universal
semantic primes.

Phrasing our definitions in terms of semantic primes offers a way of
avoiding obscurity and circularity. But what about the third problem, that
of ethnocentrism? In fact, there is good reason to think that ethnocen-
trism can be minimized by relying on semantic primes, because the evi-
dence suggests that the primes are not the “private property” of English,
but are found in every human language. The meanings listed in Table 2
could equally well have been presented as a list of words in Russian, or
Japanese, or Yankunytjatjara, or any other language.

The semantic primes are the vocabulary of a kind of “mini-language”
which is an excellent tool for semantic and conceptual analysis. Explica-
tions composed in semantic primes can be transposed between languages
without altering the meaning. Unlike technical formulations, they can
also be understood by ordinary people.

6.2. Culture-specific words

The fact that the universal core of semantic primes appears to be so small
(almost certainly less than 100 words) highlights the great conceptual
differences between languages. The vast majority of words in any lan-
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guage have complex and rather language-speciﬁc'm'ean'ings, 'and 'this can
often be seen as reflecting and embodying the dxstlpctlve historical and
cultural experiences of the speech community. In this case, we speak of
culture-specific words. .

We can see some prosaic examples in the domain of food. It is
clearly no accident that Polish has special wordg for cal?bage stew
(bigos), beetroot soup (barszcz) and plum jam (powidla), which .Engl'lsh
does not; or that Japanese has a word sake for a strong alcohphg dr_mk
made from rice, whereas English does not. Customs and social institu-
tions also furnish abundant examples of culture-specific words. For ex-
ample, it is no accident that English doesn’t hz?we a word correspondl_ng
to Japanese miai, referring to a formal occasion when the‘prosp.ectlve
pride and her family meet the prospective bridegroom and his family for
the first time. ‘

Apart from differing in their inventories of culture-specific words,
languages often differ in the number of words they have for speqkmg
about a particular domain of meaning. When a Ianguagq has a relatlvc?ly
high number of words for a single domain, e.g. the Sami words for rein-
deer, forms of snow, freezing and thawing, this is known as lexical
elaboration. Lexical elaboration can often be seen as reflecting cultural
facts. It is understandable that many Asian languages have several words
for rice; for example, Malay padi ‘unhusked rice,” beras ‘rice without the
husk but uncooked,” nasi ‘cooked rice.” On the other hand, compared
with most indigenous cultures, European languages have a very large
stock of expressions to do with measuring and reckoning time (words
such as clock, calendar, date, second, minute, hour, week, Monday,
Tuesday, etc., January, February, etc.).

Sometimes it is possible to nominate certain highly salient and
deeply culture-laden words in a language as the cultural key words of
that culture. For example, one could argue that work, love and freedom
are among the key words of mainstream English-speaking culture (Anglo
culture). Such words are usually very frequent, at least in their own do-
mains. Often, they stand at the centre of a large cluster of fixed phrases,
and occur frequently in proverbs, sayings, popular songs, book titles, and
sO on.

To illustrate how words in different languages can differ semantical-
ly in subtle but culture-related ways we will examine some emotion terms
in various European languages. In general, the meanings of emotion
terms can be described by linking a feeling (good, bad, or neutral) with a
prototypical scenario involving action schemas (“do”), or experiencing
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schemas (“think,” “want”). For instance, English sadness is, roughly spe-

aking, a bad feeling linked with the thought “something bad happened.”
Saying this does not imply that every time one feels sadness, one neces-
sarily has this particular thought. Rather, it says that to feel sadness is to
feel like someone would who is having that thought.

To see this approach in action, let us home in on a fairly subtle dif-
ference in meaning - between the English words Aappy and joyful (or
Jjoy). Two differences are the greater immediacy and intensity of joy, and
the more personal or self-oriented character of happy. There is also a
third difference, which is that kappy (unlike joy) suggests a meaning
component akin to “contentedness;” for example, in response to a ques-
tion such as (1a) one can answer (1b):

(1) a. Are you thinking of applying for a transfer?
b. No, I am quite happy where I am.

(It would be impossible to substitute joyfu! in place of happy in this con-
text). This idea is further supported by the contrast between the sentences
in (2):

(2) a. The children were playing happily
b. The children were playing joyfully

Here, (2a) implies not only that the children were enjoying themselves,
but also that they were fully satisfied with what they were doing. (2b)
suggests a great deal more activity. These differences suggest the expli-
cations below.

(A) Explication of “X feels happy”
sometimes a person thinks something like this:
something good happened to me
1 wanted this
I don’t want anything else
because of this, this person feels something good
X feels like this

LANGUAGE, CULTURE AND MEANING: CROSS-CULTURAL SEMANTICS 147

(B) Explication of “X feels joy”
sometimes a person thinks something like this:
something very good is happening now
[ want this
because of this, this person feels something very good
X feels like this ‘

The difference between the components “something good” (in happy)
and “something very good” (in joy) helps account for the greater intensity
of joy. The difference between “something is happening” (in Jjoy) and
“something happened TO ME” (in happy) reflects the more personal and
self-oriented character of happy. The difference between the components
«[ want this” (in joy) and “I wanteD this” (in happy) accounts for the
greater immediacy of joy, as well as contributing to its greater intensity.
The differences in the phrasing of the explications reflect particular dif-
ferences in meaning, manifested in the overlapping but different ranges
of use of the two words.

It is interesting to note that happy is a common and every-day word
in modern English, belonging, according to the Longman Dictionary of
Contemporary English, to the 1,000 most frequent words, whereas joy
and its derivatives are more literary and stylistically marked. In many
other European languages, words closer in meaning to joy are more
common in every-day language. For example, in German the verb sich
freuen and the corresponding noun Freude (roughly, “joy”) are used very
frequently, on a daily basis, unlike the adjective gliicklich (roughly,
“happy”) and the noun Gliick. But this difference in frequency aside, it is
important to see that there is only a rough meaning correspondence be-
tween gliicklich and happy (or between French heureux and happy).

Essentially, English happy conveys a “weaker,” less intense emotion
than gliicklich and heureux. Speaking metaphorically, emotions such as
Gliick and bornheur fill a person to overflowing, leaving no room for any
further desires or wishes. The more limited character of Aappy even
shows itself in a syntactic contrast. For example, one can say in English /
am happy with his answer (where the complement with his answer
specifies the limited domain or focus of one’s happiness). In German or
French one could not use the words gliicklich and heureux in this way:
one would have to use semantically weaker, less intense words such as
zufrieden or satisfait/ content (roughly, “pleased”) instead.

The meaning of gliicklich and heureux can be captured in the follow-
ing explication:
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(C) Explication of “X feels gliicklich (heureux)”
sometimes a person thinks something like this:
something very good happened to me
I wanted this
everything is very good now
I can’t want anything more

because of this, this person feels something very good
X feels like this

This explication contains the new component “everything is very good
now” (implying a “total” experience). It includes the intensifier very (like
Joy but unlike happy). Furthermore, its final “thinking” component is
phrased as “I can’t want anything more” (rather than “I don’t want any-
thing else,” as with happy). These differences imply an intense, but gen-
eralized and almost euphoric, view of one’s current existence.

If we look across other languages of Europe, we can see that many of
them have words which are similar (if not identical) in meaning to that of
gliicklich/ heureux stated above. For example, there is felice in Italian,
shishastliv in Russian, szczesliwy in Polish. The English language seems
to be the “odd one out” with its relatively bland word happy. This fact is
probably not unconnected with the traditional Anglo-Saxon distaste for
extreme emotions. True, the English language does possess more exuber-
ant words (such as joy, bliss, and ecstasy), but their comparative rarity
only reinforces the point that emotional discourse in English has a dis-
tinctly muted quality when compared with many of the other languages
of Europe.

6.3. Culture-specific grammar

In any language there will be aspects of grammar which are strongly
linked with culture. Proponents of linguistic relativity such as Sapir and
Whorf concentrated on pervasive grammatical patterns such as whether
or not a language insists on marking the distinction between singular and
plural referents, or the relative time reference (tense) of an event, or the
source of one’s evidence for making a statement, etc. A language con-
tinually forces its speakers to attend to such distinctions (or others like
them), inescapably imposing a particular subjective experience of the
world and ourselves. A celebrated example of this comes from Whorf
(1956: 139), who contrasted the way in which “time” is conceptualized in
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English and in Hopi (a native American language of north-eastern Ari-
zona). In English and other European languages, time is very often spo-
ken of in the same way as we speak of material, countable objects. Just as
we say one stone/ five stones, we say one day/ five days, extending the
use of cardinal numbers and plural marking from material entities to im-
material entities. This implies that we have conceptualized our experi-
ence of time in terms of our experience of material objects which may be
present before our eyes. We are “objectifying” time. Units of time are,
however, fundamentally different from objects. Five days are not “seen”
simultaneously but can only be experienced sequentially. In the Hopi
speaker's non-objectified view of time, the concept “five days” does not
make sense. If the speaker wants to express this notion, he or she will
make use of ordinal numbers, i.e. something like “the fifth day.” Accord-
ing to Whorf, their primary conceptualization is in terms of the succes-
sion of cycles of day and night. The cycles are not lumped together as
material objects.

We will now illustrate an aspect of culture-specific grammar from
[talian. Although the constructions under analysis are not so all-pervasive
and fundamental as the ones envisaged by Whorf, they are still very fre-
quent and dominant in the Italian way of life and are certainly an impor-
tant aspect of the Italian experience of things. Our focus will be on two
grammatical constructions which serve an expressive function fully con-
gruent with the general expressiveness of Italian culture: syntactic redu-
plication and absolute superlative. Syntactic reduplication refers to the
repetition, without any intervening pause, of adjectives, adverbs, and
even nouns, as in expressions like bella bella, adagio adagio, subito su-
bito, (bella ‘beautiful,” adagio ‘slowly,” subito ‘at once’). It is a distinct
grammatical construction of Italian, different from the repetition of full
utterances as in English Come in, come in! or Quickly, quickly!, but
rather resembles expressions of the type bye-bye.

The Italian expressions just mentioned are usually described as indi-
cating “intensity.” Thus one could suggest equivalences such as bella
bella ‘very beautiful’ or adagio adagio ‘very slowly.” But there are two
problems with this. Firstly, the range of the Italian construction is broader
than that of very; for example, one could hardly translate subito subito as
‘very at once.” Secondly, the true Italian equivalent to very is molto, and
there is a twofold difference between molto bella ‘very beautiful’ and
bella bella.

Syntactic reduplication in Italian expresses, firstly, an insistence that
the word in question is well-chosen. In saying bella bella the speaker is
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emphasizing that he or she regards the word bella as being used respon-
sibly, strictly, or accurately (notice that repetition of the word draws a.
tention to it). Thus, bella bella is more accurately rendered in English ag
‘truly beautiful’ (and cqffé caffé as ‘true coffee’).

There is, however, a second component also, an emotive one. A
sentence like Venga subito subito ‘Come at once at once’ virtually de-
mands a highly expressive, emotional tone. Even when a purely descrip-
tive adjective such as duro ‘hard’ or leggera ‘soft’ is reduplicated, it i
usually easy to detect clues to the emotional undertones in the context,
For instance, in one novel the hero experiences a great spiritual crisis. Ag
he tosses and turns at night, it seems to him that his bed has become duro
duro ‘hard hard.” Later in the same novel, the hero wants to cross a river
in a fisherman’s boat without being noticed by anyone because he is try-
ing to escape from the police. He addresses the fisherman in a voice
which is leggera leggera ‘soft soft.’

The meaning expressed by the reduplication construction can be
stated as follows:

(D) Explication of Italian reduplication of adjectives/ adverbs:
when I say this word (e.g. bella, duro, bianca) two times
I want you to know that I want to say this word, not any other
when I think about this, I feel something

A second characteristically Italian grammatical device is the absolute
superlative, formed from adjectives with -issimo (in the appropriate
gender/ number variant). For instance, bellissimo ‘most beautiful,” ve-
locissimo ‘most fast,” bianchissimo ‘very white.” This construction is
conceptually related to expressions with molto ‘very’ (molto bella ‘very
beautiful,” and so on). Both are restricted to qualities, and more specifi-
cally to qualities which can be “graded” and compared. One cannot say
*subitissimo, for example. There are affinities between the absolute su-
perlative and the ordinary superlative formed with pii (for instance, pitt
bello ‘the most beautiful’).

There is also a certain similarity with syntactic reduplication - some
Italian grammars even describe the two constructions as equivalents. But
unlike syntactic reduplication, the absolute superlative is not meant to
convey accuracy. On the contrary, it normally involves an obvious exag-
geration. The function of this exaggeration, however, does share some-
thing with syntactic reduplication, it serves to express the speaker’s emo-
tional attitude. We can capture these ideas in the explication below:
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(E) Explication of Italian absolute superlative “it is X-issimo”
itis very X
I want to say more than this
because of this, I say: it could not be more X
when I think about this, I feel something

The similarity with expressions with molto ‘very’ i§ made obyious by the
presence of very in the first line. The similarity Wlth the ord.mary super-
lative is in the third component: implicit!y there is a comparison Sf sorts
being made with the highest degree (“it could not be more X”). The
similarity with syntactic reduplication is shown in the final component
(“when I think about this, I feel something”). All in a_ll, the absolute su-
perlative enables speakers of Italian to perform a kind of “expressive
overstatement.”

Constructions like syntactic reduplication and the absolute superla-
tive are surely linked with what has been called the “theatrical quality” of
[talian life (Barzini 1964: 73), the “importance of spegtacle,” “the ex-
traordinary animation, ... the expressive faces, the revealing gest1cula‘uqn
... which are among everybody’s first impressions in It'?\ly, anywhere in
Italy.” This animation and this love of loudness and dl'splay go a long
way to explaining the relevance of expressive grammatlpal devices like
syntactic reduplication and the absolute superlative in Italian culture.

6.4. Cultural scripts

In different societies people not only speak different languages, they also
use them in different ways, following different cultural norms. Cultural
norms of communication are usually described using vague and impres-
sionistic labels such as “directness,” “formality,” and “politeness.”
Though useful up to a point, such labels are really quite vague, and are
used with different meanings by different authors. They can also lead to
ethnocentrism because they are usually not translatable into the language
of the people whose culture is being described. These problems can be
largely overcome if we use semantic primes to formulate our descnpt;ons
of cultural norms of communication. When cultural norms are described
in this way, they are referred to as cultural scripts.

In this section we will focus on cultural scripts for saying “what you
want.” To begin with, let’s take a brief look at a culture far re.moved from
Europe. Japanese culture is well-known for its verbal reticence. This
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applies in particular to the expression of personal desires, a fact linked
with the Japanese ideal of enryo ‘restraint, reserve.” One finds that Japa-
nese people are reluctant to express their preferences directly. When
asked what arrangements would suit them, they will often decline to say,
using expressions like ‘Any time will do’ or ‘Any place will be all right
with me.” Direct questioning about a person’s wishes is far from normal.
With the exception of family and close friends it is impolite in Japanese
to say such things as “What do you want to eat?’ and ‘What do you like?’
Nor is a guest in Japan constantly offered choices by an attentive host.
Rather, it is the responsibility of the host to anticipate what will please
the guest and simply to present items of food and drink, urging that they
be consumed, in the standard phrase, ‘without enryo.’

Overall, one may say that Japanese culture strongly discourages
people from saying clearly what they want. The culturally approved strat-
egy is to send an “implicit message” of some kind, in the expectation that
the addressee will respond. These cultural attitudes can be captured in a
script like this:

(F) Japanese script for “saying what you want”
when [ want something
it is not good to say to other people: ‘I want this’
I can say something else
if I say something else, other people can know what I want

Anglo-American attitudes are of course quite different in this respect. In
line with Anglo ideals of individual freedom and personal autonomy, it is
considered desirable if people “feel free” to express their preferences:

(G) Anglo-American script for “saying what you want”
everyone can say things like this to other people:
‘I want this,” ‘I don’t want this’

On the other hand, the same ideal of personal autonomy inhibits speakers
of mainstream English from using the bare imperative and saying Do
this!, and encourages them instead to apply polite strategies (as later dis-
cussed in Chapter 7). Therefore they will use more elaborate locutions
such as Could you do this?, Would you mind doing this? and the like. The
message that “I want you to do something” is embedded into a more
complex configuration which acknowledges the addressee’s autonomy by
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inviting them to say whether or not they will comply. These norms can be
captured in the following pair of scripts:

(H) Anglo-American script blocking “imperative directives”
if I want someone to do something, I can’t say to this person
something like this:
‘I want you to do this; because of this, you have to do it’

(I)  Anglo-American script for “interrogative directives”
if I want to say to someone something like this:
‘I want you to do this’
it is good to say something like this at the same time:
‘I don’t know if you will do it’

It would be wrong, however, to think that the cultural scripts of main-
stream English are “typically European.” There is considerable diversity
among the languages and cultures of Europe in this regard (as in many
others). In most of them, bare imperatives are used more often than in
English, and the use of interrogative structures in directives is more lim-
ited.

According to Béal (1994), French people expect that routine instruc-
tions given in a workplace situation will take a more forthright form than
would be appropriate in English. As one French executive explained
(Béal 1994: 51), his English-speaking (Australian) employees used pré-
caution oratoire ‘oratory precautions,” which French people would not
normally use:

A la limite, le Frangais s’il 'emploie, il le fera, il prendra cette précaution
oratoire si c'est justement en dehors des tdches normales et régulieres de la
personne a qui il s'adresse. Mais autrement, non, ¢a sera, bon, ‘Faites-moi ci,’
‘Allez me chercher ¢a, s'il vous plait,’ mais 'Would you mind?”’ euh...non. A la
limite si on fait ¢a en France, on remet en cause son autorite.

{Actually, if a French person does use such precaution, it will be because he is
requesting a favour outside the normal job definition of the person he is asking.
Otherwise, he will simply say ‘Do this, fetch that, please,” but ‘Would you
mind?’ ... certainly not. Actually, to do that in France is like undermining one’s
own authority].

It is also well-known that there are considerable differences in the norms
governing requests in German and in English. John Phillips (1989: 88-
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89), a lecturer in English as a Foreign Language at Bayreuth University,
comments as follows:

A bank clerk may say “Sie miissen hier unterschreiben” (You have to (must)
sign here) and not “Wiirden Sie bitte hier unterschreiben?” (Would you please
sign here?). At best he will say “Unterschreiben Sie bitte” (Sign here please).
Although the imperative is used it is not meant as a command. The word
missen (must) is very much part of the language and keeps cropping up in
situations where it would not do so in English.

Of course the remarks just quoted belong to the genre of “folk com-
ments,” and do not represent precise generalizations. But “folk com-
ments” provide evidence of the perceptions of people living in multi-
ethnic communities, and of the problems involved in cross-cultural com-
munication. They cannot be ignored, but must be interpreted within a
coherent and independently justified framework, such as that provided by
cultural scripts written in semantic primes. The method enables us to
state hypotheses about cultural norms without resorting to technical or
language-specific terms, and in a way which is clear and accessible. Fi-
nally, it should be noted that cultural scripts can be used for describing
variation and change, as well as continuity in cultural norms, for cultures
are, of course, heterogeneous and changeable. However, to study diver-

sity and change we also need a rigorous and illuminating analytical
framework.

6.5. Conclusion: Language, culture and thought

In a well-known passage, Whorf (1956: 212) explained his view of the
relation of language to thinking as follows:

the background linguistic system (in other words, the grammar) of each lan-
guage is not merely a reproducing instrument for voicing ideas but rather is it-
self the shaper of ideas, the program and the guide for the individual’s mental
activity, for his analysis of impressions

Whorf’s views on linguistic relativity have often been misunderstood. He
did not claim that all thinking is dependent on language. In fact, he be-
lieved there are various mental processes, such as attention and visual
perception, which are independent of language and which therefore es-
cape the “shaping” influence of language. But as far as “linguistic think-
ing” is concerned, Whorf insisted that the patterns of our native language
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inevitably impose patterns of habitual thinking. As .mentionec} earh_er,
recent research indicates t_hat the conceptual categories of onzeos natxt\k/le
Janguage guide categorizgtlon at a very young age. As early as 1 m§2m2
of age, Korean and English children make use of the conceptual pa
i ive languages. .

Ofth’?;engﬁl\;ure-sxg)ec%ﬁc words and grammaticql cc,)nstmctlons qf a lan%
guage are conceptual tools which reflect a society’s past gxperlle]nce 0
doing and thinking about things in certain ways. As a society ¢ ange;}s,
these tools may be gradually modified and 'dxscsrdec'i. In that sense the
outlook of a society is never wholly “determined .b)./ its stock of conlc:(e;:{-f
tual tools, but it is clearly influenced by them.'Slmllarly, the outlook o
an individual is never fully “determined” by his or her native language,
because there are always altemative' ways of expressing onegelf, Eut
one’s conceptual perspective on life is clearly influenced by his or her

' a e' . . .
natlvl\ili?cr;lg?heg same can be said about commupicative style. An mdlyld-
ual’s communicative style is not rigidly determms:d by the cultural scripts
which he or she internalizes while growing up in that cglture. There is
always room for individual and social variation, qnd for innovation. B}lllt
the communicative style of both society anc! mc}mdual cannot escape the
influence of the “cultural rules” of communication. o '

In the end, the existence of a common stock of_‘ spmantxc primes in all
the world’s languages means that all human cognition rests on the sarrge
conceptual bedrock. Theoretically, any cqlture-spemfic concept can be
made accessible to cultural outsiders by belpg de_composed into a transla}—
table configuration of universal semantllc primes, and indeed, th{s
technique can be an important practical alde: to mter—cu_ltural communi-
cation. Even so, since every language functions as an integrated whole
(of enormous complexity), there will never be a better way to undprstapd
the inner workings of a culture than to learn, to speak, and to live life
through the language of its people.

6.6. Summary

The relation between language and culture has fasc‘in'ated pl_nlosophers,
poets and linguists for centuries. In German Romanticism, this lf:d to the
idea of each language containing its own worldview (Weltglcht). In
America, exposure to the radically different co_ngeptuql categories of na-
tive American languages further elaborated this idea into the hypothesis
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of linguistic relativity, also known, after its originators as the Sapir-
Whorf hypothesis.

An opposing philosophical view is that of universalism, which holds
that human thought is essentially the same all over the world and that this
is reflected in language. But in a more modest approach, universalism
only claims that there are certain fundamental elements of linguistic
meaning which are common to all languages. In recent times, a set of
about 60 fundamental meaning elements, known as semantic primes,
has been identified. It is hypothesized that these represent universal con-
cepts and this hypothesis is currently being empirically checked in a wide
variety of languages. Semantic primes can be used in semantic descrip-
tion, enabling us to overcome two failings of the traditional paraphrase
approach to definition: obscurity and circularity. We can apply the
technique of reductive paraphrase until all the conceptual components
of a linguistic expression are analyzed by means of semantic primes. In
this way we can also avoid the danger of ethnocentrism, i.e. imposing
the categories of our own language upon the description of another lan-
guage. The method of reductive paraphrase into semantic primes can be
used for culture-specific words, for culture-specific grammar and for
cultural seripts. As for words, they tend to reflect the historical and en-
vironmental experience of a people and in the most relevant domains we
tend to find lexical elaboration, i.e. a great many specific words for cer-
tain phenomena. Instances of culture-specific grammatical constructions
are the Italian syntactic reduplication and absolute superlative. Often a
reductive paraphrase will incorporate a prototypical scenario consisting
of several event schemas, which together lead to a full explication of any
concept. The conceptual content of grammatical categories, and cultural
norms for communication behaviour (cultural scripts), can also be made
explicit by paraphrase into universal semantic primes. In Japanese culture
one does not say explicitly what one wants but relies instead on implicit
messages. In Anglo-American culture one can “feel free” to say what one
wants, though preferably without “imposing” (hence the frequent use of
“indirect requests” in English). Both contrast with the “forthright in-
struction” style of the French. Cultures tend to express their main norms
and values in a number of cultural key words.

In conclusion, while few would now defend the strong version of
linguistic relativity or linguistic determinism, i.e. the idea that our forms
of thought are strictly determined by linguistic categories, many scholars
now accept a more moderate weaker version of linguistic relativity, i.e.
the idea that language influences thinking.
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6.7. Further reading

works on linguistic relativity include Sapir (1949; in Mandelbaum
Sg.r l¥958), Luria aﬁd Vygotsky (1992), and tt}e writiqgs qf Whorf .cc_>1—
lected in Carroll (ed. 1956). Recent re-evaluations of linguistic relativity
can be found in Gumperz and Levinson (eds. 1996), Lucy (1992a,
1992b), Lee (1996), Choi and Bowerman (1991), and Bowerman ‘(1996).
An explicit step-by-step introduction to cross_-cult.ural semantics is God-
dard (1998). A set of field studies on semantic primes in a large number
of languages can be found in Goddard and Wierzbicka (c?ds. 1994). Older
philosophical approaches to the question of culture-specific concepts an'd
universal concepts can be found in Locke (1976[1690]) and Leibniz
(1981[1765]), respectively; see also Ishiguro (1972). There are cultu.ra!
trait analyses of various European cultures, e.g. I.Bally‘ (1920), Barzini
(1964) for Italian and Béal (1994) for Frengh. Wlerzblc'ka (19_91) ana-
lyzes Italian constructions reflecting the ITtalian way pf life; Wleriblcka
(1992) deals with grammatical constructions reflecting Russian fatal-
ism.” Linguistic analyses of Japanese cultural behaviour are offered in
Mizutani and Mizutani (1987) and Smith (1983). The notion of key
words as a reflection of a culture’s main norms aqd va.lues is first taken
up in Williams (1976) and systematically explored in Wierzbicka (1997).

6.8. Assignments

1. The following statement by Whorf (1956: 263) is a rather strong
version of the linguistic relativity theory and contains some over-
generalizations:

Hopi can have verbs without subjects, and this gives to that language power
as a logical system for understanding certain aspects of the cosmos. Scien-
tific language, being founded on Western Indo-European and not on Hopi,
does as we do, sees sometimes actions and forces where there may be only

states.

(a) Can you think of European languages that just like Hopi have
verbs without subjects? N .
(b) For English It flashed or A light ﬂashefd, Hopi just says rehpi
‘flashes’ or ‘flashed.” Do you agree with Whorf that the Eng-
lish conceptualization includes a force, starting from the sub-
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ject? (Have a look at Ch « ing”
schemg 5 apter 4.2.2. on the “happening

(¢c) From a cognitive point of view there are no ‘empty’ words in
the language. That is, it in It flashed does have a meaning
What could this meaning possibly be? '

(d) For English scientific terms such as electricity, Hopi uses a
V‘erb,' not a noun. This would support Whorf’s opinion that
English sees a state where there may only be a force. Do you
agree with this analysis?.

Translate the examples of Table 1 (repeated below) into your
mother tongue or a language different from English. If you compare
your translations with the English expressions, try to tell whether
your.language classifies locational relationships according to the
E.ng‘hsh. pattern, according to the Korean pattern, or according to a
dlsthctlve pattern of its own. If your language tends to follow the
English pattern, is the classification exactly the same as in English
or are there also things that remind you of the Korean way of classi:
fying things? If your language system is more like Korean, do you
find things that go in the English direction? ’

(a) a piepe in a puzzle, a picture in a wallet, a hand in a glove

(b) toysin a bag or a box

(¢) acaponapen,alid on a jar, a glove on a hand, a magnet on a
surface, a tape on a surface '

(d) ahatonahead, a glove on the hand, a shoe on the foot

Hf;re' are the definitions for anger, love and hate from the Longman
chtzo'nary of Contemporary English. Are these common words de-
fined in an obscure and/ or circular fashion? Can you suggest how
the definitions can be re-phrased more clearly ?

anger: a strong feeling of wanting to harm, hurt or criticize someone be-
cause they have done something unfair, cruel, offensive etc.

love': 1. strong feelipg of caring about someone, especially a member of your
family or a close frlepd; 2. A strong feeling of liking and caring about some-
one, especially combined with sexual attraction.

hate: an angry unpleasant feeling that someone has when they hate someone
and want to harm them.
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Investigate the English words job and privacy from the point of
view of their frequency (use the Longman Dictionary of Contempo-
rary English for this purpose), their role in fixed phrases, and in
common sayings and proverbs. Would you agree that job and pri-
vacy deserve to be regarded as examples of cultural key words of
English?

Do you think the English word anxiety corresponds exactly to the
Danish word angest used by the Danish philosopher Seren Kierke-
gaard in the passage whose published English translation is given
below? Discuss.

As far as | know, natural scientists agree that animals do not have anxiety
simply because by nature they are not qualified as spirit. They fear the pres-
ent, tremble, etc., but are not anxious. They have no more anxiety than they
can be said to have presentiment.

Note that Danish angest may be similar, but not identical, in mean-
ing to German Angst. Also note that the word angst has been bor-
rowed into English from German, but the English loan word does
not have the same meaning as the German original.

In English-speaking countries, one often hears people talking about
the importance of freedom of speech. There can be little doubt that
this expression refers to an important Anglo cultural norm. But
when people say freedom of speech they don’t mean freedom to say
absolutely anything, to anybody. Discuss when it is - and isn’t - ac-
ceptable to say what one thinks, according to conventional Anglo
cultural norms. Try to pin down precisely the notion behind free-
dom of speech, writing an explication as used in the cultural scripts
approach discussed in Section 6.4. of this chapter.
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