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Introduction

When my husband died, very unexpectedly, on 30 August 2003,
volume 4, Problems of Rationality, and the present volume 5,
Truth, Language, and History, of his Collected Essays had been
contracted for by Oxford University Press. Both volumes were
virtually ready to go except for the Introductions. In producing
them on his behalf I have followed his example in volumes 1-3,
which was to write something brief by way of introducing the
collection as a whole, then one or two paragraphs on each essay
in turn. I may have made errors of emphasis, even of content; but
I hope Donald would feel that I am not too far off the mark—near
enough, at least, to be of some help to his readers. As for the
essays themselves, they are, but for a few corrected typos, exactly
as they appeared in the various publications that are cited.

In the four groups of essays that comprise this volume Davidson
continues to explore the themes that occupied him for more than
fifty years: the relations between language and the world, speaker
intention and linguistic meaning, language and mind, mind and
body, mind and world, mind and other minds. He asks: What is
the role of the concept of truth in these explorations? And: Can a
scientific world view make room for human thought without
reducing it to something material and mechanistic?

Davidson’s underlying picture, which can be seen in many of
these essays, is that we are acquainted directly with the world, not
indirectly via some intermediary such as sense-data, representa-
tions, or language itself; that thought emerges in the first place
through interpersonal communication in a shared material world,
and continues to develop as we engage each other in dialogue; and
that language depends on communication, not vice versa. This is
the triangulating situation—two creatures communicating about
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a common world—about which Davidson has written elsewhere.
As for the mind-body relation, our ontology need posit nothing
more than material objects and events; but as explainers we
require two mutually irreducible vocabularies: mind and body.
In the.last six essays Davidson finds interconnections between his
own views and those of some of the major philosophers of the past.

Essay 1, “Truth Rehabilitated’, examines the wide-ranging skep-
ticism 1n the past century about the concept of truth. Davidson
agrees w_ith skeptics about truth that correspondence, coherence,
pragmatic, and epistemic theories of truth are all failures. But it
dc:es not follow, he argues, that the concept of truth can be dis-
m1§sed as a useless concept, as various ‘deflationists’ about truth
claim. On the contrary: the concept of truth plays a key role in our
understanding of the world and the minds of agents.

Essay 2, “The Folly of Trying to Define Truth’, argues that the
concept of truth, along with such related subjects of philosophical
inquiry as knowledge, belief, intention, and memory, cannot be
reduced to more elementary concepts, since they are themselves
among the most elementary that we have. Davidson then turns to
a C(.msideration of Tarski’s truth theory. Finally, he proposes a
radical alternative to the truth theories considered in Essay 1: to
trace out the empirical connections between the concept of truth
and observable human behavior. A methodological model for this
project is Frank Ramsey’s decision theory for constructing sub-
jective probability.

Essay 3, ‘Method and Metaphysics’, argues that semantics
provides a method for metaphysics. Davidson quotes Tarski,
quoting Aristotle: “To say of what is that it is not, or of what is
not that it is, is false, while to say of what is that it is, or of what is
not that it is not, is true.” Thus if we have the semantics of a
language right, we can know that the objects we assign to the
expressions exist. Davidson considers two apparent problems
with this conclusion. The first is the inscruiability of reference, the
fact to which Quine called attention, that there is an endless
number of ways in which an interpreter can assign objects to the
expressions of an interpretant’s language, all of which will do
equally well. But this does not really threaten the objectivity of
our ontological conclusions, Davidson answers; for if we are to
find a language intelligible, we must find it capable of talking
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about many of the same things we talk about. “The inscrutability
of reference may lead to a strange assignment of objects to words;
it cannot affect the overall ontology to which we find the language
committed.”

The second problem is that in describing the semantics and
hence the ontology of a language we must appeal to the entities we
think exist, which are just the entities that belong to the ontology
of our language. So there seems to be no way that we can progress
from our semantics to truths about an objective world. (This
problem parallels that discussed in Essays 15 and 16: How can
dialogue take us beyond making our beliefs more consistent, to a
discovery of which of our beliefs are true, or to new beliefs
entirely?) To this Davidson answers that there are two methodo-
logical principles at work in interpretation which, combined,
show us the way out of the apparent impasse: (1) the interpreter
must find a generally consistent pattern in the beliefs he attributes
to an agent; and (2) the interpreter must respect the causal con-
nections between mind and world that are apparent in the inter-
pretant’s communications, connections that link speaker, hearer,
and shared object in the external world to which they are
responding. Tarski finds that semantics has no need for entities
corresponding to sentences as a whole, just entities over which the
variables range. Davidson holds that an accurate semantics will
correctly locate some of these entities, since “direct conditionings
of words to objects must lie at the basis of correct interpreta-
tions”. (This is what Davidson calls ‘triangulation’.)

Essay4,‘Meaning, Truth and Evidence’, asks: Isit the proximal
stimulus at the nerve endings that provides the key to meaning, as
Quine held? Or s it rather the distal stimulus, object or event in
the shared, public world, on which interpreter and interpreted
triangulate? Only the latter view, Davidson argues, tells us how
communication is possible, and supports Quine’s own thesis that
there can be no more to meaning than an adequately equipped
person—the interpreter—can learn and observe.

Essays 5 and 6, ‘Pursuit of the Concept of Truth’, and ‘What is
Quine’s View of Truth?, continue the exploration of Quine begun
in Essay 4, now taking up the further questions: Is Quine’s
a deflationary view of truth? What are the implications of inde-
terminacy of meaning for a theory of truth? And: What does
Quine mean in saying that truth is ‘immanent’?
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In Essay 7, ‘A Nice Derangement of Epitaphs’, Davidson
argues thz%t our ability to understand a speaker’s inte’ntions even
when she is using words incorrectly or in a novel way requires us
to abandon the common account of linguistic competence and
communication in terms of shared rules and conventions.

In Essa_y 8, “The Social Aspect of Language’, Davidson clarifies
his clalr_n in ‘A Nice Derangement of Epitaphs’ that “There is no
such thing as a language, not if a language is anything like what
many philosophers and linguists have supposed.” The concept
of language Davidson opposes is that verbal communication
depend:s on speaker and hearer sharing a specifiable set of
syntactic and semantic rules. Something like this is in fact usually
shared, }:'mt .it is neither necessary nor sufficient for linguistic
communication. What is essential is shared general information
and familiarity with non-linguistic institutions. (“We have erased
the boundary between knowing a language and knowing our way
around the world generally”.

Davidson agrees with Dummett that a theory of meaning
requires the Wittgensteinian distinction between using words
cor_rec.tly and merely thinking one is, between following a rule and
tgche.vmg one is following a rule; and that a grasp of this dis-
tinction requires social interaction. It requires that the speaker
and heare_r have the idea of a norm, of getting it right. Speaking in
aooord with socially accepted usage might be such a norm, but
it is irrelevant to communication. Rather, communication is
successful if the speaker is taken to mean what he wants to be
taken to mean. At base what is needed is not a set of shared rules
but that spc;akcr and hearer be able to correlate the speaker’s
responses with the occurrence of a shared stimulus in their com-
mon world. “Meaning something requires that by and large one
can be understood by others. But there is no reason why practices
must be shared”. Meaning depends on successful interpretation
rather than the other way around.

{fssay 9, ‘Seeing Through Language’, argues that while there is
an important sense in which we see the world through language
certain common ways of understanding this metaphor are false.:
language is not a medium that accurately records what is out
tht_arc, nor is it a veil cast upon the world which occludes it
Without language we would not think of things as we do; but ii
doesn’t follow that every view of things is necessarily dis’torted.
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On the contrary, we might think of language as like an organ of
perception, something through, that is by dint of, which, we are
literally able to see the world. Language is different from the sense
organs in that it is essential to them if they are to yield proposi-
tional knowledge. This leads Davidson to a criticism of mentalese,
the thesis that there is an inborn ‘language of thought’, and to a
discussion of the conditions necessary for creatures to acquire
concepts, thought, and language. The birth of meaning takes
place through interpersonal communication about a shared,
public world, and depends on the fact that human creatures have
shared needs and interests. Concepts, language, and thought,
come together.

Essay 10, ‘James Joyce and Humpty Dumpty’, continues the
exploration in Essays 7 and 8, and taken up again in Essay 12, of
the tension between the idea that what a speaker intends by his
words determines what he means, and the idea that what a
speaker means depends on what he can expect his hearer to
understand. This is a false choice, Davidson argues: meaning is a
function of what the speaker intends, but this intention includes
what the speaker expects his hearer to understand. Thus Humpty
Dumpty’s theory of meaning, “When I use a word it means just
what I chooseit to mean,” omits the crucial interpersonal element.
But language use can be more or less creative. As Joyce himself
thought, his daring use of words put him in a sense beyond his
own language, society, and self. Davidson argues that it forces
a similar creativity and distancing in his reader.

Essay 11, “The Third Man’, discusses the series of ‘Blind-Time
Davidson’ drawings, inspired by Davidson’s Essays on Actions
and Events, which were made by the artist Robert Morris. Each of
the drawings contains a fragment from an essay by Davidson and
a description of the artist’s intention in making the drawing
(blindfolded). Davidson writes: “Morris has depicted...the
essential element on which the concept of an autonomous object
(and world) depends: an intersubjective measure of error and
success, of truth and falsity. He has put us in a position to tri-
angulate with him the location of his creative acts”.

Essay 12, ‘Locating Literary Language’, asks what constraints
there are on the interpretation of a literary text. Davidson begins
with a general introduction of the ways in which a speaker’s or a
writer’s intentions—always multiple—are the key to what he means.
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The first of these intentions is to speak words that will be assigned
a certain meaning by an interpreter, what Davidson calls “first
meaning’ and is called ‘literal meaning’ by others. The possibility
of language, thought, and interpretation depends on the trian-
gular situation mentioned above, which relates speaker and
hearer, and both to a shared object in the public world which they
can observe together, and to which they can observe each other’s
responses. Does something like this triangular situation hold in
literature? Yes. The role of shared public object is now replaced
by a common background, which constrains what an author can
intelligibly be said to have intended his words to mean. Of course
interpretations of a text will vary, from person to person, culture
to culture, century to century. But it does not follow from this
truism that a text means whatever its readers take it to mean, since
disagreements about the meaning of a text—like disagreements
about other objects and situations in the world—are possible only
against a shared basis of agreement.

In Essay 13, “Thinking Causes’, Davidson takes up a common
criticism of his theory of Anomalous Monism: namely, that
according to this theory the mental is causally inert. Davidson
argues that the criticism results from a misunderstanding of his
use of the concept of supervenience, which implies ontological
monism, but not definitional or nomological reductionism. The
criticism also often fails to appreciate that causal relations are
extensional relations which hold between singular events no
matter how they are described; that Davidson denies only strict
psycho-physical laws; and that Anomalous Monism hangs on
a distinction between causal relations, which hold between -
particular events, and causal explanations, which deal with laws,
and so with types of events.

In an Abstract for Essay 14, ‘Laws and Cause’, Davidson
wrote: “The argument for Anomalous Monism rests in part on
the claim that every true singular causal statement relating two
events is backed by a law that covers those events when those
events are properly described. This paper attempts to clarify and
defend this claim by tracing out some conceptual relations among
the concepts of event, law, and object.”

Essays 15-18 take up the question whether the task of phi-
losophy is to clarify, reconcile, unearth, and criticize the beliefs
and assumptions with which one begins one’s investigation;
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or whether it is to lead to a discovery of truths that were not
in sight at the start. In Essays 15and 16, ‘Plato’s Philosopher’ and
“The Socratic Concept of Truth’, Davidson turns for answer to
an examination of the Socratic elenchus, the inconclusive dialectic
of conversational give-and-take in which Socrates elicits a
statement from his interlocutor, then sets about to show the
statement’s inconsistency with other things the interlocutor
believes. Why, one may ask, should this be thought a route to
knowledge, since there is no reason to believe that any proposi-
tion in a consistent set is true? In the dialogues from his middle
period Plato himself shows doubts about the value of the
elenchus, looking rather to a world of Forms to give us knowledge
that transcends our starting point. But Plato embraces the
elenchus in the Philebus, a late dialogue and the last in which
Socrates appears as principal interlocutor. Plato apparently is
now convinced that, as Davidson has argued elsewhere, “there are
enough truths in each of us to make it plausible that . . . when our
beliefs are consistent they will in most large matters be true”. And
as in his earlier Socratic dialogues, Plato now appeals to the idea
that truths emerge only in the context of frank discussion and
communication.

Essay 17, ‘Dialectic and Dialogue’, explores this last idea by
calling attention to the chasm between an exchange in which
the participants have clear concepts and an exchange in which
concepts themselves come into focus, are refined, and developed.
The latter happens more readily in an oral conversation, and is
something like the way in which language and thought themselves
develop. Thus Davidson call the elenchus “a microcosm of the
ongoing process of language formation itself.”

In Essay 18, ‘Gadamer and Plato’s Philebus’, Davidson focuses
on the major points of agreement between himself and Gadamer,
both about Plato’s Philebus and about the nature of under-
standing, truth, and language generally. They agree that conver-
sation is the route to a shared understanding; that conversation
presumes a shared world; that language has, as Gadamer puts it,
“its true being only in conversation”; and that (again Gadamer)
“language is not just one of man’s possessions in the world, but on
it depends the fact that man has a world at all”. But against
Gadamer, Davidson insists that conversation does not pre-
suppose a common language, a point he argued in Essays 7-10.
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Essay 19, ‘Aristotle’s Action’, traces the concept of an action
from Aristotle to the present, and suggests how certain routes of
empirical investigation may affect our understanding of action in
the future.

Essay 20, ‘Spinoza’s Causal Theory of the Affects’, returns to
Anomalous Monism via a discussion of the familiar difficulties
in reconciling with each other Spinoza’s ontological monism; his
thesis that mind and body, extension and thought, are two dif-
ferent and mutually irreducible ways of describing the universe;
his insistence on the reality of the mental; and his denial of mind-
body interaction. In particular, if a causes b under the attribute of
extension, and b is identical with ¢ under the attribute of thought,
how can we deny that a causes ¢?

As a solution, Davidson proposes attributing to Spinoza
something like the theory of Anomalous Monism, together with
the distinction between cause and law that Davidson elaborated
in Essay 14. According to AM, each particular that can be
identified in the mental vocabulary can also be identified in the
physical vocabulary. But the purpose of a vocabulary is to sort
particulars into classes; and from the fact that each individual in a
set can be described in a given vocabulary it does not follow that
the set can be defined in terms of that same vocabulary. Thus
while a particular event described in one vocabulary may cause a
particular event described in the other, we might say, as Spinoza
does, that no fully adequate explanation of a mental event can be
given in physical terms, and vice versa. It was the latter thesis that
§pinoza had in mind, Davidson suggests, in denying mind-body
interaction.

In the Appendix Davidson replies to Rorty, Stroud, McDowell,
and Pereda, elucidating his stance on the following: whether there
is a fact-of-the-matter about mental attitudes; the indeterminacy
of translation; the normativity of the mental; the relations
between perceptual experience and the justification of beliefs; and
the usefulness of formal semantics to an understanding of truth
and language.

Donald would have wanted to thank many people. I mention
only four, who appear several times in these essays: Michael
Dummett, John McDowell, W. V. O. Quine, and Richard Rorty.
I want once again to thank Ernie Lepore, who came to visit us
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several years ago to help Donald organize the essays for
Volumes 4 and 5, and who has continued to be of help to me
at every step of the way. I am also deeply grateful to Donald
himself: reading and, in most cases, rereading these essays has
been a great pleasure. They have taught me much.

MaAaRrcia CAVELL
Berkeley, 2004

TRUTH



1 Truth Rehabilitated

There is a long tradition according to which the concept of truth is
one of the most important subjects for philosophical discussion,
but in this century the tradition has come to be seriously ques-
tioned by a large number of philosophers, not to mention his-
torians, literary theorists, art critics, anthropologists, political
scientists, psychoanalysts, sociologists, and others. I think this is
because of various tempting errors and confusions. Here I
examine a few of the reasons truth has become tarnished, or at
least diminished, in the minds of many, and then go on to say why
the concept of truth should be restored to its key role in our
understanding of the world and of the minds of agents.

Before it could come to seem worthwhile to debunk truth, it
was necessary to represent truth as something grander than it is,
or to endow it with powers it does not have. When there was no
clear line between philosophy and science, it was natural for
philosophers to claim to be purveyors of the closest thing to
truth on offer. Concentration on epistemology, especially when
epistemology seemed called on to provide ultimate grounds of
justification for knowledge, encouraged the confused idea that
philosophy was the place to look for the final and most basic
truths on which all other truths, whether of science, morality, or
common sense, must rest. Plato’s conflation of abstract universals
with entities of supreme value reinforced the confusion of truth
with the most eminent truths; the confusion is apparent in the
view (which Plato ultimately came to question) that the only
perfect exemplar of a universal or Form is the Form itself. Thus
only Circularity (the universal or concept) is perfectly circular,
only the concept of a hand is a perfect hand, only truth itself is
completely true.



4 Truth

Here we have a deep confusion, a category mistake, which was
apparently doomed to flourish. Truth isn’t an object, and so it
can’t be true; truth is a concept, and is intelligibly attributed
to things like sentences, utterances, beliefs and propositions,
entities which have a propositional content. It is an error to
think that if someone seeks to understand the concept of truth,
that person is necessarily trying to discover important general
truths about justice or the foundations of physics. The mistake
percolates down to the idea that a theory of truth must some-
how tell us what, in general, is true, or at least how to discover
truths.

No wonder there has been a reaction! Philosophy was
promising far more than it, or any other discipline, could deliver.
Nietzsche famously reacted; so, in a different way, did the
American pragmatists. Dewey, for example, quite properly
rejected the idea that philosophers were privy to some special or
foundational species of truth without which science could not
hope to advance. But he coupled this virtuous modesty with
an absurd theory about the concept of truth; having derided
pretensions to superior access to truths, he felt he must attack the
classical concept itself. The attack, in the fashion of the times,
took the form of a persuasive redefinition. Since the word “Truth”
has an aura of being something valuable, the trick of persuasive
definitions is to redefine it to be something of which you approve,
something “good to steer by” in a phrase Rorty endorses on
Dewey’s behalf. So Dewey declared that a belief or theory is trueif
and only if it promotes human affairs.'

! Most of what I say here about pragmatists early and contemporary is inspired by
a review of Alan Ryan’s John Dewey and the High Tide of American Liberalism, New
York: Nortons 1996 by Richard Rorty. Rorty writes:

To take the traditional notion of Truth seriously, you have to do more than agree that
some beliefs are true and some false ... You must agree with Clough that ‘It fortifies
my soul to know / That, though I perish, Truth is so.” You must feel uneasy at William
James's claim that ‘ideas ... become true just in so far as they help us to get into
satisfactory relations with other parts of our experience.” You must become indignant
when Ryan (accurately paraphrasing Dewey) says that ‘to call a statement “true” isno
more than to say that it is good to steer our practice by.” (Richard Rorty, ‘Something to
Steer by’, London Review of Books, June 20, 1996, p. 7)

Ryan doesn’t buy the idea that what is useful is necessarily true, but this “puts my
[Rorty’s] pragmatist back up. As I said ... the whole point of pragmatism is to stop
distinguishing between the usefulness of a way of talking and its truth.”
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It would be otiose to review the obvious objections to this view,
for both its proponents and critics are familiar with them. Pro-
ponents glory in the conflicts with common sense;? critics swell
with the silly pleasure of having spotted irresponsible rhetoric. It
is more interesting to ask why Dewey, and the others Rorty
includes in Dewey’s camp, James, Nietzsche, Foucault and him-
self, put forward a thesis so clearly contrary to the ordinary, but
philosophically interesting, concept of truth. I think of four
related reasons.

According to Rorty, Dewey “agreed with Nietzsche that the
traditional notion of Truth, as correspondence to the intrinsic
nature of Reality, was a remnant of the idea of submission to the
Will of God”. Truth as correspondence with reality may be an idea
we are better off without, especially when, as in this quotation,
“truth” and “reality” are capitalized. The formulation is not so
much wrong as empty, but it does have the merit of suggesting
that something is not true simply because it is believed, even if
believed by everyone. The trouble lies in the claim that the for-
mula has explanatory power. The notion of correspondence
would be a help if we were able say, in an instructive way, which
fact or slice of reality it is that makes a particular sentence true.
No one has succeeded in doing this. If we ask, for example, what
makes the sentence “The moon is a quarter of a million miles
away” true, the only answer we come up with is that it is the fact
that the moon is a quarter of a million miles away. Worse still, if
we try to provide a serious semantics for reference to facts, we
discover that they melt into one; there is no telling them apart.
The proof of this claim is given by Alonzo Church, who credits it
to Frege. Church thinks this is the reason Frege held that all true
sentences name the same thing, which he called The True. Kurt
Gaodel quite independently produced essentially the same proof,
holding that it was awareness of this line of thinking that
led Russell to invent the theory of descriptions.* Whatever the

2 Thus Rorty, in final praise of the pragmatic attitude to truth, says that “non-
competitive, though perhaps irreconcilable, beliefs [may] reasonably [be] called
‘true’ ™ (Rorty, ‘Something to Steer by’, p. 8). Of course one can imagine circum-
stances under which it might be reasonable to say this (for example to prevent a
ﬁst-tl'igh?, but could it be reasonable, or even possible, to think irreconcilable beliefs
are true?

3 Stephen Neale, “The Philosophical Significance of Gédel’s Slingshot’, Mind, 104
(1995): 761--825.
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history of the relevant argument (which is now often called
“The Slingshot”), we must, 1 think, accept the conclusion_l: there
are no interesting and appropriate entities available which, by
being somehow related to sentences, can explain why the true
ones are true and the others not. There is good reason, then, to be
skeptical about the importance of the correspondence theory of
truth.

When “truth” is spelled with a capital “T”, it is perhaps natural
to think there is a unique way of describing things which gets at
their essential nature, “an interpretation of the world which gets
itright”, as Rorty putsit, a description of “Reality As It Is In l.tse_lf e
Of course there is no such unique “interpretation” or description,
not even in the one or more languages each of us commands, notin
any possible language. Or perhaps we should just say this is an ideal
of which no one has made good sense. It hardly matters, for no
sensible defender of the objectivity of attributions of truth to
particular utterances or beliefs is stuck with thisidea, and so thereis
no reason why, if we abstain from the search for The Pe_rfect
Description of Reality, we have to buy the thesis that there is no
distinction, “even in principle”, between beliefs which are true
and beliefs which are “merely good to steer by”.*

We come here to a far more powerful consideration in favor of
a somewhat tamer, but clearly recognizable, version of the prag-
matic theory of truth. Rorty brings it to the fore when he credits
Dewey with the thought that the correspondence theory adds
nothing to “ordinary, workaday, fallible ways of telling. ..the
true from the false”. What is clearly right is a point made long ago
by Plato in the Theaetetus: truths do not come with a “m.?lrk”3 like
the date in the corner of some photographs, which distinguishes
them from falsehoods. The best we can do is test, experiment,
compare, and keep an open mind. But no matter how long and
well we and coming generations keep at it, we and they will be
left with fallible beliefs. We know many things, and will learn
more; what we will never know for certain is which of the things
we believe are true. Since it is neither visible as a target, nor
recognizable when achieved, there is no point in cal!ing truth a
goal. Truth is not a value, so the “pursuit of truth” is an empty
enterprise unless it means only that it is often worthwhile to

4 Rorty, ‘Something to Steer by’, p. 7.
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increase our confidence in our beliefs, by collecting further
evidence or checking our calculations.

From the fact that we will never be able to tell for certain which
of our beliefs are true, pragmatists conclude that we may as
well identify our best researched, most successful, beliefs with the
true ones, and give up the idea of objectivity. (Truth is objective
if the truth of a belief or sentence is independent of whether it
is justified by all our evidence, believed by our neighbors, or is
good to steer by.) But here we have a choice. Instead of giving up
the traditional view that truth is objective, we can give up the
equally traditional view (to which the pragmatists adhere) that
truth is a norm, something for which to strive. I agree with the
pragmatists that we can’t consistently take truth to be both
objective and something to be pursued. But I think they would
have done better to cleave to a view that counts truth as objective,
but pointless as a goal.’

Some contemporary pragmatists have moved away from the
hopeless idea that a belief is true if it helps us get on with life, or
the less foolish, but still wrong, view that truth is no different from
what is, perhaps at its practical best, epistemically available. But
other philosophers who would not call themselves pragmatists are
still rocking in the wake of the legitimate reaction against inflated
or misguided theories of truth. The tendency they have joined is
a broad one, one which is perhaps now the mainstream of
philosophical thought about the concept of truth. The banner
under which these debunkers march is deflationism. The idea
common to the various brands of deflationism is that truth,
though a legitimate concept, is essentially trivial, and certainly not
worth the grand metaphysical attention it has received. This view
receives its strength from two sources. One is wide, and largely
Justified, dissatisfaction with the standard attempts to define, or

5 Curiously, Rorty sensibly argues that truth is not a norm and that there is
no difference in principle between what is true and what is justified. “Pragmatists
think that if something makes no difference to practice, it should make no differ-
ence to philosophy. This conviction makes them suspicious of the philosopher’s
emphasis on the difference between justification and truth” (Richard Rorty, ‘Is
Truth a Goal of Inquiry? Davidson vs. Wright’, Philosophical Quarterly, 45/180
(1995), p. 281). If there is no difference, truth is identical with what is justified; but
Rorty claims there is lots to say about justification, yet little to say about truth. If, as
seems right, it is a legitimate norm to want to be justified, but not to seek the truth,
then there must be a large difference between them.
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otherwise explicate, the concept. Probably the most familiar
definition, and the most immediately attractive, declares that an
utterance or belief is true if and only if it corresponds to the facts,
or reality, or the way things are. I have already said why I think
correspondence theories are without explanatory content.
Coherence definitions or “theories” have their attractions, but
only as epistemic theories, not as accounting for truth. For while
it is clear that only a consistent set of beliefs could contain all
true beliefs, there is no reason to suppose every consistent set of
beliefs contains only truths. Openly epistemic theories have their
powerful supporters: I think particularly of Michael Dummett
and Hilary Putnam, both of whom, with modifications, hold that
truth is warranted assertability. I respect this idea for the same
reason I respect closely related pragmatic theories, because it
relates truth to human attitudes like belief, intention, and desire,
and I believe any complete account of truth must do this. But theirs
cannot be the right way to express the relation. For either the
conditions of warranted assertability are made so strong that
they include truth itself, in which case the account is circular, or
circularity is avoided by making the conditions explicit, and it
then becomes clear that a fully warranted assertion may be false.
What, then, is wrong with deflationism? Why shouldn’t we
accept the view that truth is as shallow as the correspondence
theory seems to show it to be? Deflationism has taken a number of
forms in recent years. Frank Ramsey, so prescient in many areas,
was one of the first to try to make out that, as he says, “[Tlhere
is really no separate problem of truth but merely a linguistic
muddle.”® His argument begins by noting that “It is true that Caesar
was murdered” means no more than “Caesar was murdered”: in
such contexts, “It is true that” simply operates like double
negation, a sentential connective that maps true sentences onto
true and false onto false; aside from emphasis and verbosity, the
phrase adds nothing to what we can say. Ramsey makes the same
point about phrases like “It is a fact that”. More perspicuous than
others, though, Ramsey notices that we cannot eliminate the
truth predicate in this way in sentences like “He is always right”,
that is, “Whatever he says is true”. Here the truth predicate seems

6 Frank Plumpton Ramsey, ‘Facts and Propositions’, in Philosophical Papers, ed.
D. H. Mellor, Cambridge University Press, 1990, p. 38.
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indispensable.” Ramsey makes a confused (and unworkable)
proposal for the elimination of the truth predicate in such cases;
we have to conclude that he did not prove his case that the pro-
blem of truth is merely a linguistic muddle. (Confusions of use
and mention make it impossible to be sure what Ramsey had in
mind, but one suspects that if he had pursued the subject he would
have come out pretty much where Tarski did.)

) Ramsey’s deflationist attempt, unlike most such attempts,
hinged on taking the primary bearers of truth to be propositions.
Recently, however, Paul Horwich has revived what we may call
propositional deflationism.® Horwich’s thesis is not that the
concept of truth is eliminable, but that it is trivial. He points out
that a sentence like “The proposition that Caesar was murdered is
true if and only if Caesar was murdered” is surely true, and that
such sentences specify precisely the circumstances under which
any expressible proposition is true. He then claims that the
totality of such sentences provides an infinite axiomatization of
the concept of truth (he excludes by fiat sentences that lead to
contradiction). Horwich allows that this does not provide an
explicit definition of the concept of truth, but it does, he main-
tains, exhaust the content of that concept. In particular, there is
no need to employ the concept in order to explain the concepts of
meaning and belief, since these can be explicated in other ways. As
will presently be clear, 1 do not accept these last claims. But it does
not matter, since I think we do not understand Horwich’s axiom
schema or the particular axioms that instance it. The problem
concerns the semantic analysis of sentences like “The proposition
that Caesar was murdered is true if and only if Caesar was
murdered”. The predicate “is true” requires a singular term as
subject; the subject is therefore “the proposition that Caesar

7 1t is also indispensable when we want to explain the validity of logical rules: we
need to be able to say why, if any sentences of a specified sort are true, others must be
(Alfred Tarski, ‘On The Concept of Logical Consequence’, in Logic, Semantics,
Metamathematics, ed. J. H. Woodger, Oxford University Press, 1956). Rorty wonder;
why we use the same word, “truth”, also to “caution people” that their beliefs may not
be justified (Rorty, ‘Is Truth a Goal of Inquiry?’, p. 286). T doubt we can explain this
in a philosophically interesting way; words can be used in many ways without having
to change their meaning—that, as I keep saying, is their merit. But it is easy to explain
why we use the same word to express validity and to talk about what we have to know
to understand a sentence: we prove a rule of inference is valid by appeal to the truth
conditions of sentences. ® Paul Horwich, Truth, Oxford: Blackwell, 1990.
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was murdered”. Presumably it names or refers to a proposition.
But then, what is the role of the sentence “Caesar was murdered”
in this singular term or description? The only plausible answer is
that the words “the proposition that” are a functional expression
that maps whatever the following sentence names onto a proposi-
tion. In that case, the sentence itself must be a referring term.
If we are Fregeans, we will say it names a truth value. On this
hypothesis, the axiom is a straightforward tautology, and explains
nothing (since the words “the proposition that” simply map
a truth value onto itself).” The alternative is that in its first
occurrence, the sentence names some more interesting entity. But
then we do not understand the axiom, since the sentence “Caesar
was murdered” is used once as a name of some interesting entity,
and once as an ordinary sentence, and we have no idea how to
accommodate this ambiguity in a serious semantics.

Horwich claims both Quine and Tarski as fellow deflationists.
But are they? Quine can apparently be quoted in support of
the claim. He has repeatedly spoken of what he calls the
disquotational aspect of truth, applied, of course, to sentences,
not propositions. The truth predicate, applied to sentences, is
disquotational in this sense: a sentence like “ “Snow is white’ is
true” is always equivalent to the result of disquoting the contained
sentence and removing the truth predicate; equivalent, then, in
this case, to “Snow is white”. Here we see clearly how we can
eliminate the truth predicate under favorable circumstances.
Quine knows, of course, that there are contexts in which this
maneuver will not remove the truth predicate. Nevertheless, the
totality of sentences like “‘Snow is white’ is true if and only if
snow is white” exhaust the extension of the truth predicate for
a particular language, as Tarski emphasized, and each such
sentence does tell us exactly under what conditions the quoted
sentence is true.

Disquotation cannot, however, pretend to give a complete
account of the concept of truth, since it works only in the special
case where the metalanguage contains the object language. But
neither object language nor metalanguage can contain its own
truth predicate. In other words, the very concept we want to
explain is explicitly excluded from expression in any consistent

? 1 owe this suggestion to Burt Dreben.
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!anguage for which disquotation works. To put this another way:
if we want to know under what conditions a sentence containing
a truth predicate is true, we cannot use that predicate in the dis-
quotational mode. Disquotation does not give the entire content
of the concept of truth.

_ At best, then, disquotation gives the extension of a truth pre-
dicate for a single language; if we ask what all such predicates
have in common, disquotation cannot answer. Something
analogous must be said about Tarski’s truth definitions. Tarski
showed how to give explicit definitions of truth for languages
sa.tisfying certain conditions, but at the same time he proved
(given some natural assumptions) that no general definition was
possible; the general concept escaped him. He did go far beyond
anything implicit in disquotation, however, for he was able to give
proper definitions of truth—relative to specific languages, it goes
without saying, which disquotation cannot do. Tarski’s truth
definitions are not trivial, and they reveal something deep about
languages of any serious expressive power. As long as a language
has the equivalent of a first order quantificational structure and
no decision method, there is no way to define truth for it except by
introducing a sophisticated version of reference, what Tarski
called satisfaction. Tarski’s satisfiers are infinite sequences which
pair the variables of a language with the entities in its ontology.
The interesting work of the concept of satisfaction comes in
characterizing the semantic properties of open sentences, but it
turns out in the end that a closed sentence is true if and only if
it is satisfied by some sequence. This may suggest that we have
here the makings of a correspondence theory, but it would be a
Fregean theory, since every sequence satisfies every true sentence.
You could say that though this was not his intention, Tarski here
indirectly vindicates Frege’s slingshot argument.

We must conclude that Tarski’s work gives no comfort to those
who would like to revive the correspondence theory, nor does it
support a deflationary attitude. Given how unsatisfactory the
alternatives seem to be, should we nevertheless rest content with
the genuine insight Tarski has given us into the nature of truth?
I think not, for we have to wonder how we know that it is some
single concept which Tarski indicates how to define for each of
a number of well-behaved languages. Tarski does not, of course,
attempt to define such a concept, though the title of his famous
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essay is “The Concept of Truth in Formalized Languages” (“Der
Wahrheitsbegriff . .. ”). Various remarks in this work and else-
where also make clear that Tarski assumes there is one concept,
even if it can’t be defined. This comes out not only in his stated
conviction that his work is directly relevant to the “classical”
concept of truth with which philosophers have always been con-
cerned, but also in his criterion for success in the project of defining
truth for particular languages. This (informal) criterion requires
that the definition entail as theorems all sentences of the form

s is true-in-L iff p

where s is a description of any sentence of L and p is a translation
of that sentence into the language of the defined predicate “true-
in-L”. Clearly, we cannot recognize that such a predicate is a truth
predicate unless we already grasp the (undefined) general concept
of truth. It is also significant that Tarski connects the concept of
truth with translation: this is essential, since the language for which
truth is being defined cannot be the language which contains the
defined truth predicate.

This brings me to my positive theme: if all the definitions of the
general concept fail, and none of the short paraphrases seem to
come close to capturing what is important or interesting about
the concept, why do some of us persist in thinking it is interesting
and important? One of the reasons is its connection with meaning.
This is the connection of which Tarski makes use, for translation
succeeds only if it preserves truth, and the traditional aim of
translation is to preserve meaning. But to what extent does
meaning depend on truth?

Almost everyone agrees that some sentences, at least, have the
value true or false, and that for such sentences, we may speak of
truth conditions. But deflationists and others tend to doubt
whether this fact has much to do with what sentences mean.
Meaning, it is frequently said, has to do rather with the conditions
under which it is justified or proper to use a sentence to make an
assertion; in general, meaning has to do with how sentences are
used rather than with their truth conditions. Here I sense two
confusions. The first is that truth-conditional and use accounts
of meaning are somehow in competition. One can legitimately
dispute the claim that a Tarski-type truth definition can serve
as a theory of meaning. I think it can so serve, when properly
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understood, but that is not my thesis here. What is clear is that
someone who knows under what conditions a sentence would be
true understands that sentence, and if the sentence has a truth
value (true, false or perhaps neither), then someone who does not
know under what conditions it would be true doesn’t understand
it. This simple claim doesn’t rule out an account of meaning which
holds that sentences mean what they do because of how they are
used; it may be that they are used as they are because of their truth
conditions, and they have the truth conditions they do because of
how they are used.

The second confusion is the thought that there is a simple,
direct, non-question-begging way to employ “uses” to provide a
theory of meaning. There is not. It is empty to say meaning is use
unless we specify what use we have in mind, and when we do
specify, in a way that helps with meaning, we find ourselves going
in a circle. Nevertheless, it is only by registering how a language is
used that we can make it our own. How do we do it? Before we
have an idea of truth or error, before the advent of concepts or
propositional thought, there is a rudiment of communication in
the simple discovery that sounds produce results. Crying is the
first step toward language when crying is found to procure one or
another form of relief or satisfaction. More specific sounds, imit-
ated or not, are rapidly associated with more specific pleasures.
Here use would be meaning, if anything like intention and
meaning were in the picture. A large further step has been taken
when the child notices that others also make distinctive sounds at
the same time the child is having the experiences that provoke its
own volunteered sounds. For the adult, these sounds have a
meaning, perhaps as one word sentences. The adult sees herself as
doing a little ostensive teaching: “Eat”, “Red”, “Ball”, “Mama”,
“Milk”, “No”. There is now room for what the adult views as
error: the child says “Block” when it is a slab. This move fails to be
rewarded, and the conditioning becomes more complex. This is
still pretty simple stuff, for nothing more is necessarily involved
than verbal responses increasingly conditioned to what the
teacher thinks of as appropriate circumstances, and the child finds
satisfying, often enough. There is little point in trying to spot,
in this process, the moment at which the child is talking and
thinking. The interaction between adult and child in the ostensive
learning situation I have described provides the necessary
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conditions for the emergence of language and propositional
thought, by creating a space in which there can be success and
failure. What is clear is that we can say the child thinks something
is red, or a ball, only if it appreciates the distinction between the
judgment and the truth for itself: the child thinks something is
red or a ball only if it is in some sense aware that a mistake is
possible. The child is classifying things, and it knows it may have
put something in the wrong slot.

It is difficult to exaggerate the magnitude of the step from
native or learned disposition to respond to stimuli of a certain
sort, to employing a concept with the awareness of the chance of
error. It is the step from reacting to proximal stimuli to the
thought of distal objects and events, the step from mere condi-
tioned response to what Wittgenstein called “following a rule”.
This is where the concept of truth enters, for there is no sense in
saying a disposition is in error—one cannot fail to act in accord
with a disposition, but one can fail to follow a rule.

Here we must ask: how can we reconcile the fact that a general
appeal to how language is used cannot be parlayed into a theory
of meaning with the present claim that ostensive learning is the
entering wedge into language, for surely the ostending teacher
is making a use of one-word sentences that the learner picks up?
The answer lies in the transition just mentioned. At the start the
learner does not register anything more than an association
between object or situation and sound or gesture. The value of the
association is supplied by the teacher or the environment in the
form of reward. In the beginning there is not a word but a sound
being given a use. The teacher sees the learner as picking up a bit
of language with a meaning already there; the learner has no idea
of prior meaning or use: for the learner, what was meaningless
before now takes on significance. In the early stage of ostensive
learning, error has no point for the learner, for there is nothing for
him to be wrong about, and where error has no point, there is not
a concept or thought. Once trial and error (from the teacher’s
point of view) is replaced with thought and belief (from the
learner’s point of view), the concept of truth has application.

During the learning process, the pragmatist’s claim that there
is nothing to be gained by distinguishing between success (as
measured by the teacher’s approval or getting what one wants)
and truth is clearly right. This is a distinction that depends on
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further developments. These are not hard to imagine in rough
outline. Ostensive learning works first and best with whole
sentences, in practice often represented by what for the experi-
enced speaker are single names, common nouns, verbs, adjectives,
andadverbs(“Mama”, “Man”, “Come”, “Good”, “Careful”). The
child who has no more is still a pragmatist. Once some grammar
is in hand, however, separately learned parts can be assembled
in new ways, and truth separates from the merely useful or
approved. The references of names, the extensions of predicates,
the combinatorial devices themselves, are in the hands of teachers
and society; truth is not.

Sentences mean what they do because of the semantic prop-
erties of the words and the combinatorial devices they contain.
You would not understand a sentence if you did not know that
the names and other singular terms in it purported to refer, or
if you were unaware of the extension of its predicates. But to
know this is to know that the materials are present which make
for truth and falsity. This is so even when we know that a term
fails of reference or a predicate has an empty extension. Our
understanding of truth conditions is central to our understanding
of every sentence. This may escape our notice for many reasons.
The first, and most general, reason is that in the normal course
of conversation we do not care whether or not a sentence is true;
it is a fairly rare occasion when we make an assertion by saying
what we literally believe to be true. Our ordinary talk is studded
with metaphor, ellipsis, easily recognized irony, and hyperbole,
not to mention slips of the tongue, jokes, and malapropisms.
But we understand a metaphor only because we know the usual
meanings of the words, and know under what conditions the
sentence containing the metaphor would be true. There are cases
where we may decide a metaphorical sentence is neither true
nor false, for example “The sound of the trumpet is scarlet”.
Our decision that this sentence has no truth value (if that is our
decision, for we may choose to count it false) is based on our
understanding of the sorts of things of which the predicate
“scarlet” is true or false, and our decision that the sound of
a trumpet is not one of them. Interrogatives may not themselves
be true or false, but they have answers that are. Indeed, it is clear
that one does not understand a yes—no interrogative if one does
not know there are two (or perhaps three) possible answers, one
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of which is true and one of which is false. Imperatives, if taken
to express an order or command, are understood only if one
knows what would be true if they were obeyed. Sentences with
non-referring names (“Pegasus is a winged horse”) may or may
not, according to one’s semantic theory, have a truth value, but
one comprehends such sentences only if one knows what it would
be for the name “Pegasus” to name a horse with wings.

Sentences are understood on condition that one has the con-
cept of objective truth. This goes also for the various proposi-
tional attitudes sentences are used to express. It is possible to have
a belief only if one knows that beliefs may be true or false. I can
believe it is now raining, but this is because I know that whether or
not it is raining does not depend on whether I believe it, or
everyone believes it, or it is useful to believe it; it is up to nature,
not to me or my society or the entire history of the human race.
What is up to us is what we mean by our words, but that is
a different matter. Truth enters into the other attitudes in other
ways. We desire that a certain state of affairs be true, we fear,
hope or doubt that things are one way or another. We intend by
our actions to make it true that we have a good sleep. We are
proud or depressed that it is the case that we have won the second
prize. Since all these, and many more attitudes, have a proposi-
tional content—the sort of content that can be expressed by
a sentence—to have any of these attitudes is necessarily to know
what it would be for the corresponding sentence, provided it is in
our language, to be true. Without a grasp of the concept of truth,
not only language, but thought itself, is impossible.

Truth is important, then, not because it is especially valuable or
useful, though of course it may be on occasion, but because
without the idea of truth we would not be thinking creatures, nor
would we understand what it is for someone else to be a thinking
creature. It is one thing to try to define the concept of truth, or
capture its essence in a pithy summary phrase; it is another to
trace its connections with other concepts. If we think of the
various attempted characterizations as attempting no more than
the latter, their merits become evident. Correspondence, while it is
empty as a definition, does capture the thought that truth depends
on how the world is, and this should be enough to discredit
most epistemic and pragmatic theories. Epistemic and pragmatic
theories, on the other hand, have the merit of relating the concept
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of truth to human concerns, like language, belief, thought and
intentional action, and it is these connections which make truth
the key to how mind apprehends the world.

Rorty doesn’t much mind my saying that truth is one concept
among a number of other related concepts which we use in
describing, explaining, and predicting human behavior. But why,
he asks, say truth is any more important than such concepts as
intention, belief, desire, and so on?'® Importance is a hard thing
to argue about. All these concepts (and more) are essential to
thought, and cannot be reduced to anything simpler or more
fundamental. Why be niggardly in awarding prizes? 'm happy to
hand out golden apples all round.

10 Rorty, ‘Is Truth a Goal of Inquiry?, p. 286.
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2 The Folly of Trying to
Define Truth

In the Euthyphro Socrates asks what holiness is, what “makes”
holy things holy. It is clear that he seeks a definition, a definition
with special properties. He spurns the mere provision of examples
or lists, asking in each case what makes the examples examples,
or puts an item on the list. He rejects merely coextensive concepts
(“something is holy if and only if it is dear to the gods™: what
makes something dear to the gods is that it is holy, but not vice
versa). The dialogue ends when Socrates begs Euthyphro to
enlighten him by coming up with a satisfactory answer; Euthyphro
decides he has another appointment.

The pattern of attempted definition, counterexample, amended
definition, further counterexample, ending with a whimper of
failure, is repeated with variations throughout the Socratic and
middle Platonic dialogues. Beauty, courage, virtue, friendship,
love, temperance are put under the microscope, but no convincing
definitions emerge. The only definitions Plato seems happy with
are tendentious characterizations of what it is to be a sophist. He
also gives a few trivial samples of correct definitions: of a triangle;
of mud (earth and water).

In the Theaetetus Plato attempts to define empirical know-
ledge. Like many philosophers since, he takes knowledge to be
true belief plus something more—an account which justifies or
warrants the belief. It is the last feature which stumps him (again
foreshadowing the subsequent history of the subject). It seems no
more to occur to Plato than it has to most others that the com-
bination of causal and rational elements which must enter into an
analysis of justified belief (as it must into accounts of memory,
perception, and intentional action) may in the nature of the case
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not be amenable to sharp formulation in a clearer, more basic,
vocabulary.

What is important in the present context, however, is the fact
that in attempting to define knowledge, it is only with the concept
of warrant that Plato concedes defeat. He does not worry much
about the equal involvement of knowledge with truth and belief.

Again, though, Plato was simply blazing a trail which other
philosophers over the ages have followed: you follow his lead if
you worry about the concept of truth when it is the focus of your
attention, but you pretend you understand it when trying to cope
with knowledge (or belief, memory, perception, etc.). We come
across the same puzzling strategy in Hume and others, who forget
their skepticism about the external world when they formulate
their doubts concerning knowledge of other minds. When a philo-
sopher is troubled by the idea of an intentional action, he would
be happy if he could analyze it correctly in terms of the concepts
of belief, desire, and causality, and he does not for the moment
worry too much about those (at least equally difficult) concepts.
If memory is up for analysis, the connections with belief, truth,
causality, and perhaps perception, constitute the problem, but
these further concepts are pro tem taken to be clear enough to be
used to clarify memory, if only the connections could be got right.
It’s okay to assume you have an adequate handle on intention and
convention if your target is meaning. I could easily go on.

There is a lesson to be learned from these familiar, though odd,
shifts in the focus of philosophical puzzlement. The lesson I take
to heart is this: however feeble or faulty our attempts to relate
these various basic concepts to each other, these attempts fare
better, and teach us more, than our efforts to produce correct and
revealing definitions of basic concepts in terms of clearer or even
more fundamental concepts.

This is, after all, what we should expect. For the most part, the
concepts philosophers single out for attention, like truth,
knowledge, belief, action, cause, the good and the right, are the
most elementary concepts we have, concepts without which (I am
inclined to say) we would have no concepts at all. Why then
should we expect to be able to reduce these concepts definitionally
to other concepts that are simpler, clearer, and more basic?
We should accept the fact that what makes these concepts so
important must also foreclose on the possibility of finding a
foundation for them that reaches deeper into bedrock.
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We should apply this obvious observation to the concept of
truth: we cannot hope to underpin it with something more
transparent or easier to grasp. Truth is, as G. E. Moore, Bertrand
Russell and Frege maintained, and Tarski proved, an indefinable
concept. This does not mean we can say nothing revealing about
it: we can, by relating it to other concepts like belief, desire, cause
and action. Nor does the indefinability of truth imply that the
concept is mysterious, ambiguous, or untrustworthy.

Even if we are persuaded that the concept of truth cannot be
defined, the intuition or hope remains that we can characterize
truth using some fairly simple formulae. What distinguishes much
of the contemporary philosophical discussion of truth is that
though there are many such formulae on the market, none of
them seems to keep clear of fairly obvious counterexamples.
One result has been the increasing popularity of minimalist or
deflationary theories of truth—theories that hold that truth is a
relatively trivial concept with no “important connections with
other concepts such as meaning and reality”.!

I sympathize with the deflationists; the attempts to pump more
content into the concept of truth are not, for the most part,
appealing. But I think the deflationists are wrong in their con-
clusion, even if mostly right in what they reject. I will not pause
here to give my reasons for refusing to accept correspondence
theories, coherence theories, pragmatic theories, theories that
limit truth to what could be ascertained under ideal conditions or
justifiably asserted, etc.” But since I am with the deflationists in
being dissatisfied with all such characterizations of truth, I will
say why deflationism seems to me equally unacceptable.

Semantics, as I conceive it, is primarily concerned with truth,
which is a property of some sentences, or of certain closely related
entities, such as utterances, judgments, beliefs or propositions.
According to the Aristotelian conception,

(1) To say of what is that it is not, or of what is not that it is,
is false, while to say of what is that it is, or of what is not that it
is not, is true.

' These words are quoted from Michael Dummett’s jacket blurb for Paul
Horwich’s Truth, MIT Press, 1991.

2 | spell out my reasons for rejecting such views in “The Structure and Content of
Truth”™, The Journal of Philosophy, 87, (1990), pp. 279-328.
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When Tarski mentions this formulation in 1944, he complgins
that itis “not sufficiently precise and clear”, though he prefersit to
two others:

(2) The truth of a sentence consists in its agreement with
(or correspondence to) reality.

(3) A sentence is true if it designates an existing state of
affairs.*
In 1969 Tarski again quotes (1), and adds,

[T]he formulation leaves much to be desired from the point of view of
precision and formal correctness. For one thing, it is not general enough;
it refers only to sentences that “say” about something “that it is” or “that
it is not”; in most cases it would hardly be possible to cast a sentence in
this mold without slanting the sense of the sentence and forcing the spirit
of the language.’

He adds that this may be the reason for such “modern substitutes”
for Aristotle’s formulations as (2) and (3).

In the Wahrheitsbegriff, however, Tarski prefers the following
informal statement:

(4) A true sentence is one which says that the state o{
affairs is so and so, and the state of affairs indeed is so and so.

It seems to me that Aristotle’s formulation is clearly superior
to (2), (3) and (4); it is more in accord with Tarski’s own work
on truth; and Tarski’s comment that (1) is “not general enough”
is strangely out of keeping with the spirit of his own truth
definitions.

(1) is superior to (2)—(4) for three reasons. First, (3) and (4)
mention states of affairs, thus suggesting that postulating entities
to correspond to sentences might be a useful way of characterizing
truth. (“A true sentence is one that corresponds to the facts”, or
“If a sentence is true, there is a state of affairs to which it corres-
ponds.”) But facts or states of affairs have never been shown to
play a useful role in semantics, and one of the strongest arguments

3 “The Semantic Conception of Truth”, Philosophy and Phenomenological
Research, 4 (1944), pp. 342-60. 4 Tbid., p. 343.

5 «Truth and Proof”, The Scientific American, 220 (1969), p. 63.

6 “The Concept of Truth in Formalized Languages”, in Logic, Semantics, Meta-
mathematics, Oxford University Press, 1956, p. 155 (originally published in German
in 1936).

The Folly of Trying to Define Truth 23

for Tarski’s definitions is that in them nothing plays the role of
facts or states of affairs. This is not surprising, since there is a
persuasive argument, usually traced to Frege (in one form) or
Godel (in another), to the effect that there can be at most one fact
or state of affairs. (This is why Frege said all true sentences name
the True.) Tarski’s truth definitions make no use of the idea that a
sentence “corresponds” to anything at all. We should not take
seriously the mention of “states of affairs” in such remarks of
Tarski’s as this: “[S]lemantical concepts express certain relations
between objects (and states of affairs) referred to in the language
discussed and expressions of the language referring to those
objects.”’

A second reason for preferring Aristotle’s characterization of
truth is that it avoids the awkward blanks marked by the words
“so and so” in Tarski’s version (4); one is hard pressed to see how
the blanks are to be filled in. Aristotle’s formula, on the other
hand, sounds much like a generalization of Tarski’s convention T.

The third reason for preferring Aristotle’s characterization is
that it makes clear, what the other formulations do not, that the
truth of a sentence depends on the inner structure of the sentence,
i.e., on the semantic features of the parts. In this it is once again
closer to Tarski’s approach to the concept of truth.

Tarski’s convention T, which he understandably substitutes for
the rough formulas I have been discussing, stipulates that a
satisfactory definition of a truth predicate “is true” for a language
L must be such as to entail as theorems all sentences of the form

s is true if and only if p

where “s” is replaced by the description of a sentence, and “p” is
replaced by that sentence, or a translation of the sentence into the
metalanguage. Since it is assumed that there is an infinity of
sentences in L, it is obvious that if the definition of the truth
predicate is to be finite (Tarski insisted on this), the definition
must take advantage of the fact that sentences, though potentially
infinite in number, are constructed from a finite vocabulary. For
the languages Tarski considered, and for which he showed how to
define truth, all sentences can be put into the form of an existential

7 “The Establishment of Scientific Semantics”, in Logic, Semantics, Metamat}
ematics, Oxford University Press, 1956, p. 403.
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quantification, or the negation of an existential quantification,
or a truth-functional compound of such sentences. So how
“incomplete”, from Tarski’s point of view, is Aristotle’s formu-
lation (1)? It deals with four cases. There are the sentences that
“say of what is that it is not”: in modern terms it is a false sentence
that begins “It is not the case that there exists an x such that...”.
An example might be, “There does not exist an x such that x =4".
Then there are sentences that “say of what is not that it is”;
example: “There exists an x such that x=4 & x=5". There are
sentences that “say of what is that it is”; example: “There exists
an x such that x =4”. And, finally, there are sentences that “say
of what is not that it is not”, for example, “It is not the case that
there exists an x such that x' x”. According to the classical for-
mulation, sentences of the first two kinds are false and of the
second two kinds are true. Tarski is so far in agreement. What
would Tarski add? Just the truth-functional compounds (beyond
those involving negation) of the types of sentences already men-
tioned; these are true or false on the basis of the truth or falsity of
the kinds of sentences already provided for. Of course, Tarski also
showed in detail how the truth or falsity of the first four types of
sentences depended in turn on their structure.

Thus the classical formulation regarded as an informal char-
acterization is “incomplete” in only a minimal way compared to
Tarski’s own work, and is better than Tarski’s informal attempts
to state the intuitive idea. Needless to say, someone might ques-
tion the extent to which natural languages can be adequately
characterized using such limited resources; but this is a comment
equally applicable to Tarski.®

It may be objected that not all sentences are in the form of
an existential quantification or the negation of an existential
generalization (or a truth-functional compound of such), for
there are sentences that begin with a proper name. But there is a
simple device, proposed by Quine in Word and Object, which gets
around this. Thus “Socrates is a man” becomes “There exists an x
such that x is identical with Socrates and x is a man”.’

® The last few pages are taken, slightly modified, from my “Method and
Metaphysics”, Deukalion, 11 (1993) [Ch. 3 below].
? W. V. Quine, Word and Object, MIT press, 1960, §37.
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Despite his nod in the direction of a correspondence theory, in
which sentences are said to correspond to facts, Tarski ought not
to be considered as giving comfort to serious partisans of corres-
pondence theories, nor should Aristotle. For neither Aristotle’s
formula nor Tarski’s truth definitions introduce entities like facts
or states of affairs for sentences to correspond to. Tarski does
define truth on the basis of the concept of satisfaction, which
relates expressions to objects, but the sequences which satisfy
sentences are nothing like the “facts” or “states of affairs” of
correspondence theorists, since if one of Tarski’s sequences
satisfies a closed sentence, thus making it true, then that same
sequence also satisfies every other true sentence, and thus also
makes it true, and if any sequence satisfies a closed sentence, every
sequence does.'®

If Tarski isn’t a correspondence theorist (and he certainly
doesn’t hold a coherence theory or a pragmatic theory or a theory
that bases truth on warranted assertability), is he a deflationist?
Here opinions differ widely: Quine thinks he is, and so does Scott
Soames. Etchemendy thinks Tarski simply says nothing about
truth as a semantic concc;l:)t, and Putnam, though for somewhat
different reasons, agrees.’

If Tarski has said “all there is to say” about truth, as Stephen
Leeds, Paul Horwich, and Scott Soames all contend, and Quine
has strongly hinted, then a sort of deflationary attitude is justified;
this is not quite the same as the “redundancy” view, but close to it.
The redundancy view, taken literally, is the same as the disquo-
tational view taken literally: we can always substitute without loss
a sentence for that same sentence quoted, and followed by the
words “is true”. What Tarski added, as Michael Williams and
others have pointed out, is a way of predicating truth of whole
classes of sentences, or of sentences to which we do not know how
to refer; you may think of this as an elaboration of the redundancy
theory in that it allows the elimination of the truth predicate when

10 At one time I suggested calling Tarski’s concept of truth a correspondence
theory on the strength of the role of sequences in satisfying closed sentences,
but 1 subsequently withdrew the suggestion as misleading. For the suggestion, see
“True to the Facts”, in Inguiries into Truth and Interpretation, Oxford University
Press, 1984. For the retraction, see “Afterthoughts, 1987”, in Reading Rorty, ed.
A. Malichowski, Blackwell, 1990, pp. 120-38.

" For references, and further discussion, sce my “The Structure and Content of
Truth™.
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applied to sentences of a language for which that predicate has
been defined.

At the same time that we credit Tarski with having shown how
to make sense of remarks like “The English sentence Joan uttered
about Abbot was true” or “Everything Aristotle said (in Greek)
was false” or “The usual truth table for the conditional makes any
conditional true that has a false antecedent”, we have to recognize
that this accomplishment was accompanied by a proof that truth
cannot (given various plausible assumptions) be defined in gen-
eral; there can be no definition of “For all languages L, and all
sentences s in L, s is true in Liff...s...L...”. In other words,
Tarski justified the application of a truth predicate to the sen-
tences of a particular language only by restricting its application
to the sentences of that language. (It is ironic that in much recent
writing on deflationary theories, Tarski has been taken to have
lent support to the idea that there is a single, simple, even trivial,
concept of truth.)

A deflationary attitude to the concept of truth is not, then,
encouraged by reflection on Tarski’s work. One can adopt the line
advanced by Putnam and Etchemendy, that Tarski was not even
doing semantics, despite his insistence that he was; but this con-
strual of Tarski does not support a deflationary theory: it simply
denies the relevance of Tarski’s results to the ordinary concept of
truth. If, on the other hand, one takes Tarski’s truth definitions to
say something about the relations of specific languages to the
world, one cannot at the same time claim that he has told us all
there is to know about the concept of truth, since he has not told
us what the concept is that his truth definitions for particular
languages have in common.

I think that Tarski wasn’t trying to define the concept of
truth—so much is obvious—but that he was employing that
concept to characterize the semantic structures of specific lan-
guages. But Tarski didn’t indicate how we can in general reduce
the concept of truth to other more basic concepts, nor how to
eliminate the English predicate “is true” from all contexts in
which it is intelligibly applied to sentences. Convention T isn’t a
rough substitute for a general definition: it is part of a successful
attempt to persuade us that his formal definitions apply our single
pre-theoretical concept of truth to certain languages. Deflationists
cannot, then, appeal to Tarski simply because he demonstrated
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how to handle the semantics of quantification for individual
languages. Stephen Leeds, Paul Horwich, Michael Williams, and
others who have contended that all Tarski did was reveal the
usefulness of an otherwise dispensable concept are wrong. They
are right that we need a truth predicate for the purposes they,
along with Tarski, mention; but they fail to note the obvious fact
that at the same time Tarski solved one problem he emphasized
another: that he had not, and could not, given the constraints he
accepted, define or fully characterize truth.

Over the years, Quine has said a number of things about truth,
but there has been, from early days until the most recent, what
seems a consistent embrace of a deflationary attitude. Thus Quine
has made much of the “disquotational” aspect of the truth pre-
dicate, the fact that we can get rid of the predicate “is true” after
the quotation of an English sentence simply by removing the
quotation marks as we erase the truth predicate. As Quine putit in
From a Logical Point of View, we have a general paradigm,
namely,

(T) “——>is true-in-L if and only if——

which, though not a definition of truth, serves to endow “true-
in-L” with

every bit as much clarity, in any particular application, as is enjoyed by
the particular expressions of L to which we apply [it]. Attribution of

truth in particular to “Snow is white” .. .is every bit as clear to us as
attribution of whiteness to snow.'

In Word and Object Quine remarks that “To say that the statement
‘Brutus killed Caesar’ is true, or that ‘The atomic weight of
sodium is 23’ is true, is in effect simply to say that Brutus killed
Caesar, or that the atomic weight of sodium is 23.”'* The theme is
repeated thirty years later in Pursuit of Truth:

... there is surely no impugning the disquotation account; no disputing
that “Snow is white” is true if and only if snow is white. Moreover, it is
a full account; it explicates clearly the truth or falsity of every clear
sentence.

On this matter, Quine has not changed his mind.

2 From a Logical Point of View, rev edn.. Harvard University Press, 1961, p. 138.
3 Word and Object, p. 24.
' Pursuit of Truth, Harvard University Press, 1990, p. 93.
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It is the disquotational feature of truth, in Quine’s opinion,
which makes truth so much clearer a concept than meaning.
Comparing theory of meaning and theory of reference, Quine says
that they constitute “. . . two provinces so fundamentally distinct
as not to deserve a joint appellation at all”.'> The former deals
with such tainted topics as synonymy, significance, and analyticity.
The concepts treated by the latter, which include truth, are by
contrast “...very much less foggy and mysterious...”. For
although “true-in-L” for variable “L” is not definable, “. .. what
we do have suffices to endow ‘true-in-L’, even for variable ‘L’,
with a high enough degree of intelligibility so that we are not likely
to be averse to using the idiom”.'® “What we do have” is, of
course, the paradigm (T) and the “expedient general routine” due
to Tarski for defining “true-in-L” for particular languages.

Quine has made ingenious use of Tarski’s “expedient general
routine”. In a 1952 paper, “On an Application of Tarski’s Theory
of Truth”,'” he explores the question whether truth for the
language L of Mathematical Logic (1940) can be defined in L
itself. It is not clear at first what stands in the way, for L can be
interpreted as containing its own syntax, and much besides. Quine
succeeds in giving a recursive definition of satisfaction using only
the resources of L. If this recursive definition could be turned
into a direct definition, L would have been proven inconsistent,
truth being immediately definable in terms of satisfaction. But an
unusual feature of L blocks the move from recursive to direct
definition: in L, the quantifiers range over all entities, and so
satisfaction must relate expressions of L to all entities. But some
entities only, called “elements”, are available in L as relata of
relations. This mismatch prevents Frege’s device for converting
recursive into direct definitions from capturing the full onto-
logical scope needed for the characterization of satisfaction, and
hence of truth. Prevents it, that is, provided L is consistent.

In Philosophy of Logic,"® Quine makes a connected but more
general point: just as a normally equipped language cannot, on
pain of contradiction, contain an open sentence “x satisfies y”
true of sequences of objects in the ontology of the language and

!5 From a Logical Point of View, p. 130. 16 Ibid., pp. 137-8.
'7 Reprinted in Selected Logic Papers, Random House, 1966.
'8 Prentice-Hall, 1970.
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sentences (open or closed) of the language, so a consistent set
theory cannot tolerate the existence of a set consisting of the
ordered pairs of sequences of objects in the ontology of the theory
and the sentences (open or closed) of the theory.

These interesting technical applications of Tarski’s approach
to the concept of truth exploit its disquotational feature, and this
encourages the idea that truth and meaning can be kept quite
separate. But can they in general? Scattered remarks in Quine’s
work suggest otherwise. In 1936 Quine published the brilliant and
prescient “Truth by Convention”. In it he remarks that “...in
point of meaning...a word may be said to be determined to
whatever extent the truth or falsehood of its contexts is deter-
mined”.'” It is hard to see how truth could have this power of
determining meaning if the disquotational account were all there
were to say about truth. Other passages in Quine suggest the same
idea: “First and last, in learning language, we are learning how to
distribute truth values. I am with Davidson here; we are learning
truth conditions.”?° Or again, “ . . . Tarski’s theory of truth [is] the
very structure of a theory of meaning.” Philosophy of Logic also
stresses, in a way not to be found in earlier works by Quine, the
importance of discerning in a language a grammatical structure
geared to the workings of a theory of truth; only then will we see
how “logic chases truth up the tree of grammar”.?!

Up to a point it may seem easy to keep questions of truth and
questions of meaning segregated. Truth we may think of as dis-
quotational (in the extended Tarski sense) and therefore trivial;
meaning is then another matter, to be taken care of in terms of
warranted assertability, function, or the criteria for translation.
This is the line followed, for example, by Paul Horwich in his
recent book Truth,?? by Scott Soames,” and by David Lewis.”*
It may, at least at one time, have been Quine’s view. In Word and
Object, in a passage that immediately precedes the remark that
to say that the sentence “Brutus killed Caesar” is true is in effect

19 Reprinted in The Ways of Paradox, Harvard University Press, 1976, p. 89.

20 The Roots of Reference, Open Court, 1974, p. 65.

21 philosophy of Logic, Prentice-Hall, 1970, p. 35. 2 Paul Horwich, Truth.

23 geott Soames, “What is a Theory of Truth?” The Journal of Philosophy, 81
(1984), pp. 411-29.

24 David Lewis, “Languages and Language”, Minnesota Studies in the Philosophy
of Science, 7, University of Minnesota Press, 1975.
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simply to say that Brutus killed Caesar, Quine despairs of a
substantive concept of truth, perhaps along the lines of Peirce,
and says,

It is rather when we tumn back into the midst of an actually present
theory ... that we can and do speak sensibly of this or that sentence as
true. Where it makes sense to apply “true” is to a sentence couched in the
terms of a given theory, and seen from within the theory.?

This is, I think, what Quine means when he says that truth is
“immanent”. The point is not merely that the truth of a sentence is
relative to a language; it is that there is no transcendent, single
concept to be relativized.

But Quine cannot mean that we sensibly speak of the truth of
sentences only when those sentences are contained in the language
we are using to do the speaking. It may be impossible to give
an explicit definition of truth for languages generally, at least
following Tarski’s method, but of course one can speak sensibly
of the truth of sentences in one language using another language.
What should we say about the disquotational view of truth in this
case?

I'm not sure where Quine comes out. If truth is really
“immanent”, not only in the sense that the truth of a sentence is
relative to the language to which we take it to belong, but in the
sense that when we say, in English, for example, “‘Schnee ist
weiss” is true in German”, we are using a different concept
than we use when we say, “ ‘Snow is white’ is true in English”.
A different concept of truth? No: that makes no sense. And much
that Quine says belies such a desperate relativism: Tarski’s
“expedient general routine” endows the concept of truth—
apparently a single, if indefinable, concept—with a “high enough
degree of intelligibility”.

I turn now to Paul Horwich’s recent book Truth, for he seems
to me to have accepted the challenge other deflationists have
evaded, that of saying something more than we can learn from
Tarski’s definitions about the content of an unrelativized truth
predicate.

Horwich’s brave and striking move is to make the primary
bearers of truth propositions—not exactly a new idea in itself,
but new in the context of a serious attempt to defend deflationism.

2 Word and Object, p. 24.
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He is clear that he cannot provide an explicit definition of a truth
predicate applying to propositions, but he urges that we really
have said all there is to know about such a predicate (and hence
the concept it expresses) when we grasp the fact that the
“uncontroversial instances” of the schema:

The proposition that p is true if and only if p

exhaust its content. (The limitation to “uncontroversial instances”
is to exclude whatever leads to paradox.) The schema is taken as
an axiom schema: the totality of its instances constitute the
axioms of his theory.

This theory is, of course, incomplete until the controversial
instances are specified in a non-question-begging way; and since
the set of axioms is infinite, it does not meet one of Tarski’s
requirements for a satisfactory theory of truth. But perhaps the
first difficulty can be overcome, and the second may be viewed as
the price of having an unrelativized concept of truth. There are,
further, the doubts many of us have about the existence of pro-
positions, or at least of the principles for individuating them.

All these considerations give me pause, but I plan to ignore
them here. I want to give deflationism its best chance, since it
seems to me to be the only alternative to a more substantive view
of truth, and most substantive views are in my opinion, as in
Horwich’s, clear failures. But although I enthusiastically endorse
his arguments against correspondence, coherence, pragmatic, and
epistemic theories, [ cannot bring myself to accept Horwich’s
“minimal” theory.

I have two fundamental problems with Horwich’s theory,
either of which alone is reason to reject the theory if it cannot be
resolved; and I do not think that either can be resolved.

The first problem is easy to state: I do not understand the basic
axiom schema or its instances. It will help me formulate my
difficulty to compare Horwich’s axiom schema with Tarski’s
informal (and ultimately supplanted) schema:

[ »

is true iff—-.

Tarski’s objection (among others) is that you can’t turn this into a
definition except by quantifying into a position inside quotation
marks. The complaint ends up with a question about the clarity of
quotations: how does what they refer to depend on the semantic
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properties of their constituents? It has sometimes been proposed
to appeal to substitutional quantification, and one may wonder
why Horwich can’t generalize his schema:

(p) (the proposition that p is true iff p)

by employing substitutional quantification. But here Horwich
quite rightly explains that he can’t appeal to substitutional
quantification to explain truth, since substitutional quantification
must be explained by appeal to truth.

Why, though, doesn’t Horwich try generalizing his schema by
quantifying over propositions? The answer should be: because
then we would have to view ordinary sentences as singular terms
referring to propositions, not as expressing propositions. This
brings me to the crux: how are we to understand phrases like “the
proposition that Socrates is wise”? In giving a standard account
of the semantics of the sentence “Socrates is wise”, we make use of
what the name “Socrates” names, and of the entities of which the
predicate “is wise” is true. But how can we use these semantic
features of the sentence “Socrates is wise” to yield the reference of
“the proposition that Socrates is wise”? Horwich does not give
us any guidance here. Could we say that expressions like “the
proposition that Socrates is wise” are semantically unstructured,
or at least that after the words “the proposition that” (taken as a
functional expression) a sentence becomes a semantically
unstructured name of the proposition it expresses? Taking this
course would leave us with an infinite primitive vocabulary, and
the appearance of the words “Socrates is wise” in two places in the
schema would be of no help in understanding the schema or its
instances. A further proposal might be to modify our instance of
the schema to read:

The proposition expressed by the sentence “Socrates is wise”
is true iff Socrates is wise.

But following this idea would require relativizing the quoted
sentence to a language, a need which Horwich must circumvent.

So let me put my objection briefly as follows: the same sentence
appears twice in instances of Horwich’s schema, once after the
words “the proposition that”, in a context that requires the result
to be a singular term, the subject of a predicate, and once as an
ordinary sentence. We cannot eliminate this iteration of the same
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sentence without destroying all appearance of a theory. But we
can’t understand the result of the iteration unless we can see how
to make use of the same semantic features of the repeated sentence
in both of its appearances—make use of them in giving the
semantics of the schema instances. I do not see how this can be
done.

My second difficulty with Horwich’s theory is more dependent
on my own further convictions and commitments. Horwich
recognizes that to maintain that truth has, as he says, “a certain
purity”, he must show that we can understand it fully in isolation
from other ideas, and we can understand other ideas in isolation
from it. He does not say there are no relations between the con-
cept of truth and other concepts; only that we can understand
these concepts independently. There are several crucial cases so
far as I am concerned, since I do not think we can understand
meaning or any of the propositional attitudes without the concept
of truth. Let me pick one of these: meaning.

Since Horwich thinks of truth as primarily attributable to
propositions, he must explain how we can also predicate it of
sentences and utterances, and he sees that to explain this without
compromising the independence of truth, we must understand
meaning without direct appeal to the concept of truth. On this
critical matter, Horwich is brief, even laconic. Understanding a
sentence, he says, does not consist in knowing its truth conditions,
though if we understand a sentence we usually know its truth
conditions. Understanding a sentence, he maintains, consists
in knowing its “assertability conditions” (or “proper use”).
He grants that these conditions may include that the sentence
(or utterance) be true. I confess I do not see how, if truth is an
assertability condition, and knowing the assertability conditions
is understanding, we can understand a sentence without having
the concept of truth.

I realize, however, that this is disputed territory, and that heavy
thinkers like Dummett, Putnam, and Soames, following various
leads suggested by Wittgenstein and Grice, believe that an
account of meaning can be made to depend on a notion of
assertability or use which does not in turn appeal to the concept of
truth.

My hopes lie in the opposite direction: I think the sort of
assertion that is linked to understanding already incorporates the
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concept of truth: we are justified in asserting a sentence in the
required sense only if we believe the sentence we use to make the
assertion is true; and what ultimately ties language to the world is
that the conditions that typically cause us to hold sentences true
constitute the truth conditions, and hence the meanings, of our
sentences. This is not the place to argue this. For now I must
simply remark that it would be a shame if we had to develop a
theory of meaning for a speaker or a language independently of a
theory of truth for that speaker or language, since we have at least
some idea how to formulate a theory of truth, but no serious idea
how to formulate a theory of meaning based on a concept of
assertability or use.

I conclude that the prospects for a deflationary theory of truth
are dim. Its attractions seem to me entirely negative: it avoids, or
at least tries to avoid, well marked dead ends and recognizable
pitfalls.

Let me suggest a diagnosis of our aporia about truth. We are
still under the spell of the Socratic idea that we must keep asking
for the essence of an idea, a significant analysis in other terms, an
answer to the question what makes this an act of piety, what
makes this, or any, utterance, sentence, belief, or proposition
true. We still fall for the freshman fallacy that demands that we
define our terms as a prelude to saying anything further with or
about them.

It may seem pointless to make so much of the drive to define
truth when it is unclear who is trying to do it: not Tarski, who
proves it can’t be done; not Horwich, who disclaims the attempt.
Who, then, admits to wanting to define the concept of truth?
Well, that’s right. But. But the same ugly urge to define shows up
in the guise of trying to provide a brief criterion, schema, partial,
but leading hint, in place of a strict definition. Since Tarski, we are
leery of the word “definition” when we are thinking of a concept
of truth not relativized to a language, but we haven’t given up
the definitional urge. Thus 1 see Horwich’s schema on a par in
this regard with Dummett’s notion of justified assertability,
Putnam’s ideally justified assertability, and the various formula-
tions of correspondence and coherence theories. I see all of them
as, if not attempts at definitions in the strict sense, attempts at
substitutes for definitions. In the case of truth, there is no short
substitute.
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Now I want to describe what I take to be a fairly radical altern-
ative to the theories I have been discussing and (with unseemly
haste) dismissing. What I stress here is the methodology I think is
required rather than the more detailed account I have given
elsewhere. The methodology can be characterized on the negative
side by saying it offers no definition of the concept of truth,
nor any quasi-definitional clause, axiom schema, or other brief
substitute for a definition. The positive proposal is to attempt to
trace the connections between the concept of truth and the human
attitudes and acts that give it body.

My methodological inspiration comes from finitely axiomat-
ized theories of measurement, or of various sciences, theories
that put clear constraints on one or more undefined concepts, and
then prove that any model of such a theory has intuitively desired
properties—that it is adequate to its designed purpose. Since
among the models will be all sorts of configurations of abstract
entities, and endless unwanted patterns of empirical events and
objects, the theory can be applied to, or tested against, such
specific phenomena as mass or temperature only by indicating
how the theory is to be applied to the appropriate objects or
events. We can’t demand a precise indication of how to do this;
finding a useful method for applying the theory is an enterprise
that goes along with tampering with the formal theory, and
testing its correctness as interpreted.

We are interested in the concept of truth only because there are
actual objects and states of the world to which to apply it:
utterances, states of belief, inscriptions. If we did not understand
what it was for such entities to be true, we wouldn’t be able to
characterize the contents of these states, objects, and events. So in
addition to the formal theory of truth we must indicate how truth
is to be predicated of these empirical phenomena.

Tarski’s definitions make no mention of empirical matters, but
we are free to ask of such a definition whether it fits the actual
practice of some speaker or group of speakers—we may ask
whether they speak the language for which truth has been defined.
There is nothing about Tarski’s definitions that prevents us from
treating them in this way except the prejudice that if something
is called a definition, the question of its “correctness” is moot.
To put this prejudice to rest, I suggest that we omit the final step in
Tarski’s definitions, the step that turns his axiomatizations into



36 Truth

explicit definitions. We can then in good conscience call the
emasculated definition a theory, and accept the truth predicate as
undefined. This undefined predicate expresses the general, intu-
itive, concept, applicable to any language, the concept against
which we have always surreptitiously tested Tarski’s definitions
(as he invited us to do, of course).

We know a great deal about how this concept applies to the
speech and beliefs and actions of human agents. We use it to
interpret their utterances and beliefs by assigning truth conditions
to them, and we judge those actions and attitudes by evaluating
the likelihood of their truth. The empirical question is how to
determine, by observation and induction, what the truth condi-
tions of empirical truth vehicles are. It bears emphasizing: absent
this empirical connection, the concept of truth has no application
to, or interest for, our mundane concerns, nor, so far as I can see,
does it have any content at all.

Consider this analogy: I think of truth as Frank Ramsey
thought of probability. He convinced himself, not irrationally,
that the concept of probability applies in the first instance to
propositional attitudes; it is a measure of degree of belief. He went
on to ask himself: how can we make sense of the concept of degree
of belief (subjective probability). Subjective probability is not
observable, either by the agent who entertains some proposition
with less than total conviction and more than total disbelief, or by
others who see and question him. So Ramsey axiomatized the
pattern of preferences of an idealized agent who, more or less like
the rest of us, adjusts his preferences for the truth of propositions
(or states of affairs or events) to accord with his values and beliefs.
He stated the conditions on which a pattern of such preferences
would be “rational”, and in effect proved that if these conditions
were satisfied, one could reconstruct from the agent’s preferences
the relative strengths of that agent’s desires and subjective prob-
abilities. Ramsey did not suppose everyone is perfectly rational in
the postulated sense, but he did assume that people are nearly
enough so, in the long run, for his theory to give a content to the
concept of subjective probability—or probability, as he thought
of it.

A brilliant strategy! (Whether or not it gives a correct analysis
of probability.) The concept of probability—or at least degree of
belief—unobservable by the agent who has it and by his watchers,
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linked to an equally theoretical concept of cardinal utility, or
subjective evaluation, and both tied to simple preference by the
axiomatic structure. Simple preference in turn provides the
crucial empirical basis through its manifestations in actual choice
behavior.

We should think of a theory of truth for a speaker in the same
way we think of a theory of rational decision: both describe
structures we can find, with an allowable degree of fitting and
fudging, in the behavior of more or less rational creatures gifted
with speech. It is in the fitting and fudging that we give content to
the undefined concepts of subjective probability and subjective
values—belief and desire, as we briefly call them; and, by way of
theories like Tarski’s, to the undefined concept of truth.

A final remark. I have deliberately made the problem of giving
empirical content to the concept of truth seem simpler than it is.
It would be relatively simple if we could directly observe—take as
basic evidence—what people mean by what they say. But meaning
not only is a more obscure concept than that of truth; it clearly
involves it: if you know what an utterance means, you know its
truth conditions. The problem is to give any propositional atti-
tude a propositional content: belief, desire, intention, meaning.

I therefore see the problem of connecting truth with observable
human behavior as inseparable from the problem of assigning
contents to all the attitudes, and this seems to me to require a
theory which embeds a theory of truth in a larger theory which
includes decision theory itself. The result will incorporate the
major norms of rationality whose partial realization in the
thought and behavior of agents makes those agents intelligible,
more or less, to others. If this normative structure is formidably
complex, we should take comfort in the fact that the more com-
plex it is, the better our chance of interpreting its manifestations
as thought and meaningful speech and intentional action, given
only scattered bits of weakly interpreted evidence.
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Language is man’s metaphysical organ.
—Bruno Schulz

We should like our definition to do justice to the intuitions
which adhere to the classical Aristotelian conception of
truth. ..

I do not have any doubts that our formulation does
conform to the intuitive content of that of Aristotle.

—Alfred Tarski'

Earlier (Essay 2) I spoke of Aristotle’s four kinds of ‘basic’
sentences: (1) “There does not exist an x such that x=47;
(2) “There exists an x such that x=4 & x=15"; (3) “There exists
an x such that x=47; and, finally, (4) “It is not the case that
there exists an x such that x [] x”. I have said very little about
the semantic structure of these sorts of ‘basic’ sentences beyond
defending the possibility that all of them may be viewed as
existential quantifications or their negations. In any case, many
sentences are in this form, and those that are apparently say
something about ontology. One impressive feature of Tarski’s
truth definitions is that if the language for which truth is being
characterized allows for the indefinitely complex nesting of
quantifiers (and this presumably includes all natural languages),
there is no way to avoid a semantics of reference, a semantics
which systematically relates expressions to objects. The study of

! “The Semantic Conception of Truth”, Philosophy and Phenomenological
Research, 4 (1944), pp. 342, 360.
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the semantics of a language is necessarily a study of the ontology
of the language.”

It is one thing to say that the semantics of a language forces us
to engage with the ontology of the language; but can we learn
anything from this about ontology itself, about what there is?
1 think we can. If we have the semantics of a language right,
the objects we assign to the expressions of the language must exist.
The proper semantic method leads to metaphysical conclusions.

Here two problems present themselves. Quine has argued that
if one way of assigning objects to expressions will provide a
satisfactory semantics for a language, endless other ways of
assigning objects to the same expressions will do as well; “doing as
well” means that the truth conditions of all sentences will be
invariant as we vary the assignments. (This is what Quine calls the
inscrutability of reference.) I think Quine is right; but this
admission does less damage to the relation between semantics and
ontology than we might think. The reason is that if we are to find
a language intelligible, we must find it capable of talking about a
great many of the same things that we talk about. We would not
be able to make sense of a language that could talk about unde-
tached rabbit parts, but could not talk about rabbits. Nor could
we understand people who could speak only of numbers. So at
worst, the inscrutability of reference may lead to strange assign-
ments of objects to individual words; it cannot affect the overall
ontology to which we find the language committed. And since the
acceptable assignments are just those which accommodate all
the evidence we have for the interpretation of a language, there is
no real reason to call any acceptable assignment strange. 1 have
long urged that the inscrutability of reference, like other forms of
the so-called indeterminacy of translation, should be viewed as no
more threatening to the objectivity of semantic interpretation
than the existence of different forms of measurement (Fahrenheit,
Centigrade; inches, centimeters; knots, miles per hour) is threaten-
ing to the objectivity of measurement.

2 The substitutional interpretation of the quantifiers provides no real escape from
this conclusion. For there are good reasons to think there is no avoiding ontic
commitment to ordinary objects at the ground level of semantic analysis. See, for
example, S. Kripke, “Is there a Problem about Substitutional Quantification?”, in
Truth and Meaning, ed. G. Evans and J. McDowell, Oxford University Press, 1976.
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The second problem that arises in trying to draw ontological
consequences from semantics is more serious. In describing the
semantics, and hence the ontology, of a language we must per-
force appeal to the entities we think exist. But these are just the
entities that belong to the ontology of our own language; there is
no way we can progress beyond our own resources by doing
semantics. So why pretend that in doing semantics we learn
anything more about what exists than we can learn by directly
asking (or setting out to discover) what exists?

Part of the answer to this question lies in the systematic
character of semantics. The ontological commitments of a sen-
tence like “Whales are mammals” are by no means obvious.
The difficulties become apparent when one asks for an account of
the truth conditions of this and related sentences that will reveal
why certain patterns of inference are valid. It was not until Frege
that anything approaching a satisfactory semantics for such
sentences was produced. Even Frege did not quite have the
concept of a semantic theory in the sense in which Tarski’s truth
definitions can be said to provide such theories. And Tarski’s
theories are ontological eye openers. Tarski finds no need of
entities to correspond to sentences; no facts, states of affairs,
no truth values, like Frege’s The True and The False. Explaining
the semantic role of predicates also requires no entities; no uni-
versals or extensions (though the latter are easily constructed).
The ontology of a language for someone working with Tarski’s
methods consists of just the entities over which the variables
range; for Tarski, as for Quine, to be is to be the value of a
variable.

Much of the work of a systematic semantics consists, then, in
locating the positions that can be occupied by variables. This can
be difficult and rewarding, as Russell’s theory of descriptions
demonstrated. When 1 first came to appreciate the power of
systematic semantics, [ was convinced that there must be unique
solutions to many of the basic problems of ontology. This con-
viction faded slowly as I discovered that many of the principles
I had taken for granted as governing good semantic practice could
be challenged. Nevertheless, I remain convinced that the discipline
is a productive one. For one thing, it is often easy to demonstrate
that one or another semantic proposal is inconsistent with
demands one is unwilling to relinquish. Not everyone agrees,
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for example, that a learnable language must have a finite voca-
bulary, or that a satisfactory theory of truth for a language must
be finitely axiomatizable. Nevertheless, for someone like me who
is inclined to accept these conditions, it is instructive to realize
that many apparently attractive ways of avoiding ontological
commitments are ruled out; and even someone uncertain of the
principles may be sobered by the discovery that standard
semantic methods may not be available to him. (Examples: if we
accept the finitist principles I just mentioned, quotations cannot
be regarded as unstructured singular terms; adverbial theories of
perception or propositional attitudes are not a way to circumvent
positing entities sensed or believed.)

Speaking of adverbs, their semantic analysis is a problem that
long vexed me. It is not obvious what semantic category they
belong to. They are apparently not names, or predicates, and it is
hard to see how they can be functional expressions, since there
are no singular terms for them to operate on. In the end, I decided
that they were like adjectives, that is, from a semantic point of
view, like predicates. But this is possible only if there are entities
for them to be true of. This line of reasoning convinced me that
there are such entities, namely events. This conjecture, though
it complicates the seemingly simple structure of sentences like
“Joan hit Jack”, solves a number of problems about action sen-
tences and sentences of the form “Deborah saw Jonathan wash
the dishes”. It settles the question of the logical form of singular
causal sentences such as “The first shot caused the riot” in a way
that is exactly parallel to Frege’s solution to the analysis of
“before” and “after” in sentences like “The argument came after
their wedding”. It explains in a natural way the relation between
sentences like “Sam collapsed at the door” and “Sam’s collapse
was at the door”. (The semantics of the first is suggested by
“There was an event x such that x was a collapse, x was by Sam,
and x was at the door”; the second becomes “There was one and
only one event x....")

If an ontology of events were the only way to give a satisfactory
semantic analysis of these sentences and the relations between
such sentences, it would, in my opinion, provide a very strong
argument for the claim that there are events. I do not myself think
that there is now another satisfactory analysis available, despite
the recent efforts of Jonathan Bennett and others to construct

A TR U T e

Method and Metaphysics 43

a viable alternative. But whether or not I am right about this,
the example shows in a clear way how semantic considerations are
relevant to questions of ontology.

I claimed just now that if positing events were the only way to
provide a satisfactory semantics for a language, this would supply
a very strong argument for the existence of events. Why is this?
The simplest, though by no means conclusive, argument is this.
Speaking from a simple heart, and leaving global forms of skep-
ticism aside, it is hard to accept that all sentences about cause and
effect, before and after, all sentences like “The earthquake last
night was less than 7 on the Richter scale” and “The earthquake
last night was at least 7 on the Richter scale,” are false. Unless
we are massively mistaken about the nature of the world, not just
about the objects that exist, but about the things that happen to
them, events must belong to the furniture of the world; always
provided, of course, we have the semantics right.

It is disappointing, though, not to go further, and show that
a correct semantics for any language must hit on the grand outline
of the true ontology. I once argued for this idea on the ground that
a correct semantic interpretation of a language must be one that
makes the speakers of that language intelligible to the interpreter.
T urged, correctly it seems to me, that if the meanings of words are
due to the sentences in which they occur and which are held true
(and the relations of these sentences to other sentences held true),
then there are limits to how much of what the interpreter deems to
be error the interpreter can attribute to a speaker. Some error,
even quite a lot, can be found intelligible, but only if there is an
adequate background of agreement. The limits are not clear,
since intelligibility is a matter of degree. Nevertheless, it seems
plain that intelligible difference cannot go to the point of denying
the truth of all the sentences which, if I am right about the
semantics, require that there be events.

The argument so far aims only at establishing that a correct
interpretation of one person’s language by another person must
end up with a large degree of basic agreement about ontology—
agreement about the sorts of things that exist. But why couldn’t
it happen that interpreter and interpreted shared massive error?
The answer that appealed to me then, and still seems to me
essentially correct, is that if we imagine an omniscient and
methodologically correct interpreter, we realize that he or she
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must interpret any speaker as having largely correct beliefs. If an
interpreter who is right about the world and correct in his inter-
pretations necessarily finds a speaker largely right, then the
speaker must actually be largely right.

This brief argument has, predictably, failed to convince all
skeptics, and one sympathizes with the doubters. For one thing
it is not obvious exactly what the “omniscient” interpreter is
supposed to know. Not everything, for then he would know what
the speaker believed without having to go through the process of
interpretation the nature of which is supposed to guarantee
substantial agreement between interpreter and speaker. And if
the precise character of the omniscient interpreter’s knowledge
can be specified, there remains the vagueness of the claim that a
speaker must be “largely” right. How largely? How, in more
detail, is the nature of interpretation supposed to insure the right
sort of agreement?

If we ask for a somewhat more colorful story about why the
correct understanding of a speaker constrains an interpreter to
find a speaker mostly right, we find two methodological principles
at work. The first concerns the pattern of beliefs an interpreter
finds it possible intelligibly to attribute to an agent. Thus to return
to an earlier point, the interpreter will reject a semantic inter-
pretation of a sentence a speaker holds true if the interpretation
makes that sentence an obvious contradiction. The interpreter
will look askance at an interpretation that finds contradictory two
sentences the speaker holds true. Quite generally he must favor
interpretations that make the speaker a subscriber to his own, the
interpreter’s, standards of consistency and rationality, though of
course there are times when inconsistency at some point is the best
way to accommodate the data. The point behind this policy
should be obvious; propositions are identified by the position they
occupy among other propositions. If someone seems to have
shifted a proposition too far out of position, the reasons for
identifying it as that proposition will be lost.

From semantics we have been led to ontology, and now to
a closely related truth about people, or, indeed, any creature
capable of thought. This is that it is impossible to believe a con-
tradiction; in this respect, our beliefs about the world cannot be
false. It is possible, however, to believe contradictory proposi-
tions: one can believe that some proposition p is true, and also
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believe that the negation of p is true. What one cannot believe is
that a proposition of the form [ p and not p] is true. One way to see
why this is the case is to realize that nothing could count as an
adequate reason for attributing such a belief to a person. Thought
and belief belong to the realm of rationality. Considerable
deviations from rationality are consistent with an underlying
rationality; but the more extreme the deviations, the less clear it is
how the deviations are to be described, and so the less clear it
becomes that the norms of thought obtain. Flat and obvious
contradiction is beyond the limit of deviation; here the concept of
thought loses application.

Of course it is possible to think you believe a contradiction;
Heracleitus thought so. But he was wrong.

The same sort of consideration applies to inductive relations
among beliefs, and hence among interpreted sentences held true
by an agent. When a word has multiple criteria of application,
we can tolerate an interpretation which loosens some of the
connections as long as enough are retained. When Tyler Burge
asks us to believe that someone means that he has arthritis in his
thigh when he says, “I have arthritis in my thigh”, Burge is careful
to have his speaker use the word “arthritis” in what we would call
a correct way in many other situations. (Even then, we have to
suppose the speaker has no Greek.)

The second methodological principle deals not with con-
sistency but with the causal connections between the agent and
the world. These are of two sorts, depending on the direction of the
causality: action reveals the effects of an agent’s thoughts on
the world outside him, while sensation mediates the effects of the
world on the agent’s beliefs. The principle simply says these causal
connections must be respected in interpretation. If someone is
regularly prompted by owls attended to in good light to hold the
sentence “There’s a fowl” true, then, other things being in accord
with this interpretation, the best hypothesis is that the speaker
uses the word “fowl” to refer to owls. Such direct conditionings
of words to objects must lie at the basis of correct interpretation;
and if this is so, correct interpretation makes a speaker believe
a lot of true things about what exists.

Thus it seems that truth is like the proverbial door which no
one can miss; at least it is a door one cannot miss most of the time.
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4 Meaning, Truth, and Evidence

Our knowledge of the world depends directly or indirectly on
elaborate and perilous causal sequences that originate with events
like a rabbit scurrying by, or a spasm in the stomach, progress
through the nervous system, and terminate in beliefs. Where, in
the chain of causes and effects, do we come across the items that
give our beliefs their particular contents and our words their
meanings? As homespun realists it would be good to be able to
point to the rabbit or the muscle as the natural focus of thoughts
touched off by the scurrying and the spasm. But simply saying this
leaves too much to chance and unexplained invention. How can
the mere firing of nerves, so haphazardly correlated with rabbits
and muscles, result in states said to be about rabbits and muscles?
An intelligible account of the contents of our thoughts must, it
seems, start closer to the terminus. What we should look for,
perhaps, is the mental raw material of thoughts: sensations, sense
data, the unformed stuff of experience. But this too is shaky
speculation, an appeal to phenomena more postulated for the
sake of the problem than independently open to study and
observation.

A clever compromise brilliantly advocated by Quine is to tie
meaning and content to the firings of sensory nerves. This comes
about as close as science allows to the end product, presumably
a brain state or change, and yet remains reassuringly physical
and publicly observable, at least in principle. The dependence of
meaning and belief on patterns of stimulation is one thing that
makes Quine’s epistemology naturalistic, and it is what places
him in the empiricist tradition. It is also an idea which, for all its
attractions, I think Quine should abandon. The abandonment
would not entail giving up naturalism, but it would mean
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relinquishing what remains of empiricism after the first two
dogmas have been surrendered.

Empiricism, like other isms, we can define pretty much as we
please, but I take it to involve not only the pallid claim that all
knowledge of the world comes through the agency of the senses,
but also the conviction that this fact is of prime epistemological
significance. The pallid idea merely recognizes the obvious causal
role of the senses in mediating between objects and events in the
world and our thoughts and talk about them; empiricism locates
the ultimate evidence for those thoughts at this intermediate step.
(This characterization will undergo modification in what follows.)

I once wrote that Quine subscribed to what I called the dualism
of scheme and content, and I suggested that accepting this dualism
constituted the third dogma of empiricism.! What I had in mind as
the scheme was language, with its built-in ontology and theory of
the world; the content was supplied by the patterned firing of
neurons. I argued that something like the notion of uninterpreted
content was necessary if we were to make sense of conceptual
relativism, and I thought Quine’s neurological substitute for sense
data provided the needed basis for his conceptual relativism.
Quine answered back with ‘On the very idea of a third dogma’.?

My present concern, however, is not so much with schemes
as with the other member of the dyad, content. On this point
Quine was, as one might expect, or even hope, unrepentant; he
reaffirmed the importance of an essentially private source of
evidence. ‘Empiricism. . .as a theory of evidence. .. remains with
us, minus indeed the two old dogmas. The third purported dogma,
understood. . . in relation .. . to warranted belief, remains intact.”
I had quoted passages from Quine that appealed to the ‘tribunal
of experience’ and the like, and he pointed out, fairly enough, that
such metaphorical talk had been supplanted in Word and Object
by literal talk of surface irritations and observation sentences.

! The reference is to my ‘On the very idea of a conceptual scheme’, in Inquiries into
Truth and Interpretation, Oxford University Press, 1984,

2 W. V. Quine, ‘On the very idea of a third dogma’, in Theories and Things,
Cambridge, Mass., Belknap Press, 1981. In this reply, Quine mistakenly took my
picture of his dualism of scheme and content to involve a separation of conceptual
scheme and language. I had no such division in mind; what I argued was that
something like the notion of uninterpreted content was necessary to make sense of
conceptual relativism, and I thought I found more than a hint of such relativism in
Quine, * Ibid., p. 39.
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So let’s see if the issue can be joined on Quine’s chosen territory.
I am happy to accept Quine’s characterization of empiricism:
‘Two cardinal tenets of empiricism remain unassailable. ..One
is that whatever evidence there is for science is sensory evidence.
The other . .. is that all inculcation of meanings of words must rest
ultimately on sensory evidence.” I promise not to misunderstand
the word ‘sensory’ here; it is not intended to refer to something
psychological and subjective. The idea is just that ‘surface irrita-
tions. ..exhaust our clues to an external world’.’ Clearest of
all, perhaps, is the claim that ‘... our only source of information
about the external world is through the impact of light rays and
molecules upon our sensory surfaces’.® That Quine had in mind
what I call the epistemological dualism of scheme and content is
strongly suggested in Word and Object, where he writes,

we can investigate the world, and man as a part of it, and thus find out
what cues he could have of what goes on around him. Subtracting
his cues from his world view, we get man’s net contribution as the dif-
ference. This difference marks the extent of man’s sovereignty the
domain within which he can revise theory while saving the data.”

The cues or data are what I mean by the content. I think there is
no such concept of ultimate evidence, and so the process of sub-
traction that would legitimate the idea of alternative schemes is
not available.

None of these passages really settles the matter, however, since
it is not obvious that the concept of evidence is basic in Quine’s
theory of evidence. Despite the apparent tendency of the remarks
I have quoted, it may be that nothing in Quine’s official doctrine
quite plays the role of evidence or ultimate data.

There is a section of The Roots of Reference that helps sharpen
the issue.® In the course of outlining how a language is acquired
Quine turns to the study of the relation between language and

4 Ontological Relativity, New York, Columbia University Press, 1969, p- 75.

* Word and Object, Cambridge, Mass., MIT Press, 1960, p. 22,

$ “The nature of natural knowledge’, in Mind and Language, ed. S. Guttenplan,
Oxford University Press, 1975, p. 68. Also: “The stimulation of his sensory receptors is
all the evidence anybody has had to go on, ultimately, in arriving at his picture of the
world’: Ontological Relativity, p. 75.

" Word and Object, p. 5. Also: ‘Given only the evidence of our senses, how do we
arrive at our theory of the world? Bodies are not given in our sensations, but only
inferred from them’: The Roots of Reference, La Salle, I11., Open Court, 1974, p. 1.

8 The Roots of Reference, p. 10. The quotations that follow are from this section.
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observations. This relation has two aspects: an epistemological
aspect ‘through which the sentences affirmed in the theory gain
their support’, and a semantical aspect—the relation through
which sentences gain their meaning. ‘... we learn the language by
relating its terms to the observations that elicit them... this
learning process is a matter of fact, accessible to empirical science.
By exploring it, science can in effect explore the evidential relation
between science itself and its supporting observations.” Here
again the scheme—-content idea seems to be operating; but whether
there is anything to which to raise a reasonable objection is
unclear. No one, surely, can object to the empirical study of how
we come to have the views we do.

At first all seems straightforward. ‘Ostensive learning’, we
read, ‘is fundamental, and requires observability. The child and
the parent must both see red when the child learns “red”, and one
of them must see also that the other sees red at the time.” This
simple triangular arrangement of the two agents and a commonly
observed object is indeed fundamental, and I shall return to it
presently. But what, in this scenario, counts as the evidence? Is it
the seeing of something red—the experienced sensation? Or is
it rather the event of seeing that something is red—the coming to
have a propositional attitude? Quine wisely chooses neither: he
proposes, as he says, to drop the talk of observation and to talk
instead of observation sentences like “This is red’ and “There’s a
rabbit.” Such sentences do not report observations; in general they
are not about sensations or experience but about the objects
which are denizens of our theory of the world. Observation sen-
tences are at the ‘observational end’ of language, and so closest to
whatever counts as evidence; but we have not yet discovered what
it is that supports the theory and gives sentences their meaning.
Quine does not, I think, ever directly answer the question in what
the evidence consists on which our theory of the world depends.
But the answer is perhaps contained in the definition of obser-
vation sentence. Quine defines a sentence as observational ‘inso-
far as its truth value, on any occasion, would be agreed to by just
about any member of the speech community witnessing the
occasion’. He adds that instead of speaking of the joint witnessing
of an occasion it would be more precise to speak of witnesses
subject to receptually similar impingements-—that is, subject to
similar patterns of nerve firings. He allows that there are problems
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in comparing such patterns from person to person, but contends
that the definition is ‘good as behavioral concepts go’.’

This is not Quine’s last word on the subject, for more recently he
has introduced an important change in the definition of observ-
ation sentence. This is not surprising, since there is a sticky point
in the original definition—the dependence on the idea of two
speakers belonging to the same speech community. In The Roots
of Reference and Ontological Relativity this idea had been made
behavioral by saying ‘we can recognize membership in the speech
community by mere fluency of dialogue, something we can witness
even without knowing the language’.' This criterion is threatened
on one side by circularity and on the other by contradiction. By
circularity, since much of the point of introducing observation
sentences is to specify the conditions that must be satisfied by an
acceptable translation manual, and a plausible definition of what it
is for a speaker to belong to a given speech community is that
translation manuals that work for the community work for him.
By contradiction, since if fluency of dialogue is an independent
criterion, it may not yield the same results as the account of radical
translation (there may be fluency of dialogue between speakers for
whom the same translation manuals will not work).

In any case, Quine has apparently abandoned the social
criterion of the observation sentence in favor of the following:
‘If querying the sentence elicits assent from a given speaker on one
occasion, it will elicit assent likewise on any other occasion when
the same total set of receptors is triggered . . . This and this only is
what qualifies sentences as observation sentences.”' It seems to
me that this characterization of observation sentences, while it
less clearly distinguishes observation sentences from other occa-
sion sentences, is superior in not assuming that the concept of a
speech community is clear in advance of an account of meaning.

? This characterization of observation sentences is essentially that of Word
and Object, p. 43, and Ontological Relativity, pp. 86-7.

' The Roots of Reference, p. 39; Ontological Relativity, p. 87.

" Theories and Things, p. 25. A later version: ‘An observation sentence in my
unproblematic sense of the phrase is just any sentence that we have come to associate
with some range of stimulations, and firmly enough to be prepared to accept
the occurrence of such stimulation as attesting to the truth of the sentence...the
stimulation decides the truth of the sentence on the occasion of the stimulation.
‘Meaning, truth, and reference’, paper delivered to the Institut International de
Philosophie in Palermo, 1985.
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It is obvious that sensory promptings play a central role in
Quine’s account of meaning and evidence, but what exactly is that
role? One answer is, as we have already noted, that the firing of
sensory neurons is an essential intermediate causal link between
events in the world and the formation of many beliefs. Another
answer is that in learning a language the conditioning of sentences
to sensory stimulations is crucial. These remarks—near platitudes
as they stand—do not decide what the connection is between
sensory stimulations and evidence, and so do not decide the exact
nature of Quine’s empiricism. What is needed is a description of
how sensory stimulations determine the meaning—the content—
of observation sentences.

We can, then, avoid answering the question about what con-
stitutes evidence and ask instead what determines the meaning of
observation sentences. We can’t say that sensory stimulations are
the evidence, since an agent normally neither observes nor knows
about them. Nor can we say sensory stimulations provide the
evidence, since the beliefs and the associated verbal dispositions
which the stimulations engender are not basic evidence, but based
on it. Nothing, it seems, is properly called the evidence. Surprisingly,
perhaps, it does not matter; the theory of evidence, as Quine con-
ceives it, can forget about evidence and simply study the relation
between sensory stimulations and the meaning of the observation
sentences to which the stimulations prompt assent and dissent.

The meaning of an observation sentence is its stimulus meaning.
The stimulus meaning of a sentence S for a speaker is, nearly
enough, the ordered pair consisting of the set of patterns of
stimulation that would prompt assent to S, and the set of
stimulations that would prompt dissent from S.'* Not that Quine
has any great interest in finding an entity worth calling a meaning;
the concept of stimulus meaning does its work by providing
a criterion of sameness of meaning. Two observation sentences
have the same meaning for a speaker if the patterns of stimulation
that cause assent to one sentence cause assent to the other; simi-
larly for dissent. An observation sentence S of one speaker has the
same meaning as the sentence T of another speaker if the prompting
patterns are approximately the same. This is the foundation of
radical translation.

2 Word and Object, pp. 32-3.
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If T have labored what is obvious to any student of Quine’s
work, it is because I want to focus attention on the difference
between the account of meaning and evidence that [ have been
discussing and another account that will also be found in Quine’s
work, often in the same books and articles from which I have been
quoting. The difference between the two accounts may not
seem important, but [ shall argue that the character of Quine’s
empiricism depends on which account is accepted.

The alternative theory of meaning and evidence is simply that
the events and objects that determine the meaning of observation
sentences and yield a theory of evidence are the very events and
objects that the sentences are naturally and correctly interpreted
as being about. This idea appears frequently in Quine’s work,
sometimes accompanied by the sensory stimulation story and
sometimes not. I have already quoted the bit on ostension in The
Roots of Reference: “The child and the parent must both see red
when the child learns “red”, and one of them must see also that
the other sees red at the time.’ Perhaps seeing red is just having the
right cones irradiated; but then it is not obvious how the parent
can see that the child sees red. So I assume that in this passage
‘seeing red’ must mean ‘seeing something (public) that is red’. The
same note is struck in a very recent article. Observation sentences,
Quine says, ‘... hinge pretty strictly on the concurrent publicly
observable situation’.!” The idea also comes over strongly in a
talk Quine gave in Oxford in 1974:

consider the case where we teach the infant a word by reinforcing his
random babbling on some appropriate occasion. His chance utterance
bears a chance resemblance to a word appropriate to the occasion, and
we reward him. The occasion must be some object or some stimulus
source that we as well as the child are in a position to notice. Further-
more, we must be in a position to observe that the child is in a position
to notice it...the fixed points are just the shared stimulus and the
word . .. the occasions that make the sentence true are going to have
to be intersubjectively recognizable.'*

Here the stimulus cannot be at or in the nervous system, since
it is shared, and one need not be in any particular position to
appreciate it.

13 ‘Indeterminacy of translation again’, The Journal of Philosophy, 84 (1987), p. 6.
14 “Mind and verbal dispositions’, in Mind and Language, pp. 834 and 88. The
same idea will be found in Ontological Relativity, pp. 28 and 81,
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The location of a stimulus is, of course, notoriously ambiguous.
We can place it almost anywhere in the causal chain that
leads from far outside to various parts of the central nervous
system. Quine offers us a choice between two of the possible
locations: at the sensory receptors, or at the objects and events
our observation sentences are typically about. There is no con-
tradiction, needless to say, in acknowledging the role of any and
every relevant causal factor in giving an account of learning,
language learning included. But it makes a vast difference
whether meaning and evidence are tied to the proximal or the
distal stimulus. Mindful of a certain tradition, let us call the two
resulting theories of meaning and evidence the proximal theory
and the distal theory.

Now to clarify the issue. The analysis of meaning and evidence
both depend on meaning, so we may narrow our attention to the
question how meaning, particularly at the bottom level (‘Lo, a
rabbit?’, ‘That’s red’) is determined. The point of meaning is
synonymy—sameness of meaning, whether of different sentences
for the same speaker or different speakers, or of the same sentence
from speaker to speaker. Of these cases, interpersonal sameness of
meaning is by far the most important and revealing, since it is
what is required for communication. Thus whatever difference
there is between proximal and distal theories will show up in the
answer each theory gives to the question when sentences (the same
or different) have the same meaning for two people. In two words:
it will show up when we come to do radical translation.

On the proximal theory, which at least until recently seems to
have been Quine’s official theory, sentences have the same
meaning if they have the same stimulus meaning—if the same
patterns of stimulation prompt assent and dissent. In such a case
we may speak of stimulus synonymy. Stimulus synonymy is not
much direct help in translating non-observation sentences, but it
does about as well as can be done for observation sentences, and
supplies the basis for all translation.

The distal theory, on the other hand, depends primarily on
shared causes which are salient for speaker and interpreter,
learner and teacher. Meanings are shared when identical events,
objects or situations cause or would cause assent and dissent.
As a radical interpreter I correlate verbal responses of a speaker
with changes in the environment. Inferring a causal relation, I then
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translate those verbal responses with a sentence of my own that
the same changes in the environment cause me to accept or reject.
This is the distal theory at its simplest, subject to various fairly
obvious caveats.

Do the two theories conflict? If the success, even the truth, of a
person’s view of the world lies entirely in its ability to organize
and predict patterns of sensory stimulation, there would be no
difference. It is perhaps thinking along these lines that has
encouraged Quine to call ordinary physical objects ‘posits’ and
their existence a ‘hypothesis’."” Since the stimulations of our sense
organs are ‘all we have to go on’, ‘all our evidence’, the most we
can ask of the posits is that they organize the stimulations in
a usefully simple way. ‘What’, asks Quine, ‘does our overall
scientific theory really claim regarding the world? Only that it is
somehow so structured as to assure the sequences of stimulations
that our theory gives us to expect. More concrete demands are
indifferent to our scientific theory itself.”'®

In saying this Quine was replying to Barry Stroud’s worry that
it might happen that *...the world is completely different in
general from the way our sensory impacts and our internal
makeup lead us to think of it’.!” Quine replies that this difference
would make no difference; since observation sentences are ‘con-
ditioned holophrastically to stimulations’, all links of sentences to
observational evidence will remain unchanged; changes an
interpreter might make in the ontology he attributes to the
speaker would simply attest to the inscrutability of reference: “The
objects, or values of the variables, serve only as nodes in a verbal
network whose termini a quis et ad quos are observations, stimu-
latory occasions.” From the point of view of the subject, nothing
detectable would have happened: ‘Save the structure and you
save all.’'®

But is this right? Pursuing now my own line rather than
Stroud’s, let us imagine someone who, when a warthog trots by,
has just the patterns of stimulation I have when there’s a rabbit in

S Word and Object, p. 22.

16 Reply to Stroud’, in Midwest Studies in Philosophy VI: The Foundations
of Analytic Philosophy, ed. P. A. French, T. E. Uehling, Jr and H. K. Wettstein,
Minneapolis, University Of Minnesota Press, 1981, p. 474.

'7 *The significance of naturalized epistemology’, in Midwest Studies in Philosophy
VI, p. 457. 18 ‘Reply to Stroud’, pp. 473-4.
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view. Let us suppose the one-word sentence the warthog inspires
him to assent to is ‘Gavagai” Going by stimulus meaning, I
translate his ‘Gavagai” by my ‘Lo, a rabbit’ though I see only a
warthog and no rabbit when he says and believes (according to
the proximal theory) that there is a rabbit. The supposition that
leads to this conclusion is not absurd; simply a rearranged
sensorium. Mere astigmatism will yield examples, deafness others;
little green men and women from Mars who locate objects by
sonar, like bats, present a more extreme case, and brains in vats
controlled by mad scientists can provide any world you or they
please. According to the proximal theory each of these speakers
will be wrong to some degree about the world as conceived by
a normal interpreter—the brain in the vat can be as wrong
as Stroud feared. Yet each has a theory that saves the structure of
his sensations. One can see why M. J. Cresswell accused Quine of
having a realm of reified experience or appearance set over against
an inscrutable reality. Quine replied to Cresswell, “My naturalistic
view is unlike that. I have forces from real external objects
impinging on our nerve endings, and I have us acquiring sentences
about real external objects.’'” Quine doesn’t settle for a realm of
experience or appearance, reified or not, nor is reality for him
inscrutable. But there is the realm of sensory stimulations, and
a further realm of objects that one can, from another’s point
of view, have very wrong. The causal connections Quine’s
naturalism assumes between external situations and stimulations
are, if we stick to the proximal theory, no guarantee we have an
even roughly correct view of a public world. Although each
speaker may be content that his view is the true one, since it
squares with all his stimulations, once he notices how globally
mistaken others are, and why, it is hard to think why he would not
wonder whether he had it right. Then he might wonder what it
could mean to get it right.

If the difficulty I find in the proximal theory sounds much like
old-fashioned skepticism of the senses, this should occasion no
surprise. In spite of abjuring sense data and the reduction of
theoretical terms to observational, Quine’s proximal account of
meaning and evidence leads to skepticism in much the same way
as older theories did. The reason is that skepticism rests on the

1 Replies to eleven essays’, in Theories and Things, p. 181.
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assumption neither of sense data nor of reductionism, but on the
much more general idea that empirical knowledge requires an
epistemological step between the world as we conceive it and our
conception of it, and this idea is at the heart of Quine’s proximal
theory. An appeal to naturalism will not help, for to appeal to
naturalism is to appeal to science as we know it, and if the
proximal theory is part of science, then science shows us that we
can have no grounds for saying our theory of the world is better
than our neighbor’s, though we may be in a position to show that
if our theory is true, our neighbor’s is wildly false.

One possible reaction to this situation is to hold that truth is
immanent in the sense that a sentence of yours may be true for you
though I correctly translate it into a false sentence of mine. You
will, of course, return the compliment. This is relativity of truth
not of the familiar and unavoidable kind that relativizes the truth
of sentences to a language, but a further and independent relativ-
ization to individuals who may (or may not) speak what is, from
the proximal point of view, the same language. Our example of
the alien who was prompted to assent to ‘Gavagai!’ by the pat-
terns of stimulation that prompt me to assent to ‘Lo, a rabbit’isa
case where a sentence true in the alien’s language is translated (in
accord with the proximal theory) by a sentence false in mine (since
he assents to ‘Gavagai!” only when I dissent from ‘Lo, a rabbit’
and vice versa). We can also imagine a case where two people
mean the same thing (again according to the proximal theory) by
all their sentences and yet the same sentence is true under external
circumstances that make that sentence false for the other. It
should be noticed that this conclusion is not affected by, nor is a
form of, one of the various sorts of indeterminacy of translation
Quine has discussed: the relativity of truth that threatens the
proximal theory introduces no new indeterminacy.

Quine has at times said some slightly mysterious things about
the immanence of truth, but he has come out often and boldly
against relativism. This is not inconsistent, since the mysterious
remarks were about empirically equivalent but logically incom-
patible theories, and immanence there concerned not observation
sentences but the theoretical part of the language. Such imman-
ence cannot be counted as making truth relative in a pernicious
sense, since it is merely a matter of various theories entertained by
the same person, a case we may consider on a par with a choice
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among languages.’® By contrast, the issue we are considering—
the issue of the proximal versus the distal theory of meaning—
concerns the meaning and truth conditions of observation
sentences; and it arises not for a single agent choosing his theory or
language, but for different speakers whose stimulus-synonymous
sentences fail to agree in truth value.

The opposition between the proximal and the distal approach
to meaning may be viewed as the opposition between a theory of
meaning that makes evidence primary and a theory of meaning
that makes truth primary. While Quine does not, as we have seen,
identify evidence with sensory stimulations, he sees the role of
sensory stimulations in defining stimulus meaning as the way to
tie meaning to evidence, while a distal theory connects meaning
directly to the conditions that make sentences intersubjectively
true or false. In a review of a book edited by Gareth Evans and
John McDowell Quine allies himself on this point with Michael
Dummett and against the truth-conditional approach to mean-
ing.2! This way of stating the contrast is of course far too simple,
since any theory of meaning must relate meaning both to truth
and to evidence; and as Dummett and Putnam illustrate, it
is possible to give truth itself an epistemic twist. Still, Quine,
Putnam, and Dummett have committed themselves in much the
same terms on the question as to whether truth or evidence
should be considered primary in the theory of meaning, and all
three have clearly voted for the latter.?

As will have become obvious, I think this is a mistake. I think it
is a mistake because to base meaning on evidence necessarily leads
to the difficulties of proximal theories: truth relativitized to
individuals, and skepticism. Proximal theories, no matter how
decked out, are Cartesian in spirit and consequence.

The only perspicuous concept of evidence is the concept of a
relation between sentences or beliefs—the concept of evidential
support. Unless some beliefs can be chosen on purely subjective

20 See Theories and Things, pp. 21-2 and 29-30; The Philosophy of W. V. Quine, ed.
L. E. Hahn and P. A. Schilpp, La Salle, Ill., Open Court, pp. 156-7.

21 'W. V. Quine, review of Truth and Meaning, ed. G. Evans and J. McDowell,
Oxford University Press, 1976, in The Journal of Philosophy, 74 (1977), pp. 225-41.

2 For Quine’s vote, see review referred to in n. 21, p. 229; for Putnam’s vote, see
Meaning and the Moral Sciences, London, Routledge & Kegan Paul, 1978, p. 97; for
Dummett’s vote, ‘What is a theory of meaning (II)’ in Truth and Meaning may be
taken as an example.
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grounds as somehow basic, a concept of evidence as the founda-
tion of meaning or knowledge is therefore not available. Of course
each of us is inclined to trust some beliefs more than others, but
this is a fact internal to our theories of the world, and so cannot be
used to give them external support. The causal relations between
the world and our beliefs are crucial to meaning not because they
supply a special sort of evidence for the speaker who holds the
beliefs, but because they are often apparent to others and so form
the basis for communication.

The distal theory of meaning removes the sense organs and
their immediate activities and manifestations, such as sensations
and sensory stimulations, from central theoretical importance
to meaning and knowledge. As Quine in his distal mood put it,
*...the fixed points are just the shared stimulus and the world’.
The shared stimulus is, of course, distal. The unsharable stimu-
lations of the sense organs are not fixed points. In recognizing
this we do not deny the causal role of the senses, only a certain
epistemological view of that role. A distal theory is as basically
causal and in accord with the deliverances of science as a proximal
theory. The difference lies in the choice of the appropriate loca-
tion of the relevant causal factors—and the choice of an epistemo-
logical stance. The approaches differ in how we interpret what
Quine calls the ‘two cardinal tenets of empiricism’. These are,
once more, that ‘whatever evidence there is for science is sensory
evidence . . . and that all inculcation of meanings of words must rest
ultimately on sensory evidence’.* The sense in which these tenets
are true, I am urging, is one that supports only what I earlier named
the pallid version of empiricism; it comes to no more than the
factual claim that the sense organs are causally essential to
empirical knowledge. It seems to me this is not an epistemological
thesis that sets empiricists apart from those who hold other views
of the nature of knowledge.

We remember that there are passages in The Roots of Reference
in which Quine apparently espouses a distal theory: ‘a sentence is
observational insofar as its truth value, on an occasion, would be
agreed to by just about any member of the speech community
witnessing the occasion.” But then he corrects himself, maintaining
that it would be more precise to speak of witnesses subject to

23 Seen. 4.
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receptually similar impingements—that is, subject to similar
patterns of nerve firings. Might the two positions, the proximal
and the distal, be somehow reconciled, as this passage seems to
suggest? One might think to rescue the proximal theory, for
example, by counting s stimulus-synonymous sentences to which
assent was prompted by different patterns of stimulations—
different patterns for different people, according to the way that
their nervous systems were variously arranged. The difficulty is
that your pattern of stimulations and mine are guaranteed to
prompt assent to distally intertranslatable sentences only if those
patterns are caused by the same distal events. Such a theory would
be a distal theory in transparent disguise, since the basis for
translating your sentences into mine (and hence for comparing
our sensory stimulations) would depend on the shared external
situations that caused both our various stimulations and our
verbal responses. All mention of sensory stimulations or other
causal intermediaries could be dropped without cost to the theory
of meaning, or the account of evidence and knowledge.

On Quine’s proximal theory, all that matters to meaning (or
the contents of thoughts) occurs within the skin of the speaker,
and so this is all with which an interpreter need be concerned.
Aside from Quine’s physicalism, he here shares the company of
Descartes, Frege, and Dummett, to mention a few. On a distal
theory, causes external to the speaker matter directly to meaning,
and so must be taken into account by an interpreter. But is it
sufficiently clear how such external causes matter to meaning? The
concept of causality is applied according to human interests (as
both Quine and Putnam have emphasized in this context). Quine’s
proximal theory is also causal, but the elements that serve as cause
and effect, namely sensory stimulations and verbal responses (or
dispositions to such) are explicitly indicated. The distal theory
I am urging Quine to accept is stuck with the notion of ‘the’
common cause of utterances (or dispositions to such). The pro-
blem that threatens is that there may be too many candidates for
the common cause—for example any large slice of the history of
the universe up to a time before the speaker or speakers were
born. This slice might be a common cause of two speakers being
disposed to assent to “That’s red’, but it would be a cause of every
other disposition of both speakers; a theory of meaning based on
this idea would identify the meanings of all observation sentences.

i L g e S g R
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What narrows down the choice of the relevant cause is what
is salient for speakers and their interpreters. Salience is defined
in terms of similarity of responses. We respond with the same
sentence when presented with various different distal objects and
events, or the same objects at different times and in different
settings. We respond with ‘Mama!’ to appearances of mama
seen or heard from many angles and distances, with ‘Green!’ to
surfaces seen in many illuminations and reflecting many different
wavelengths, with ‘Lo, a rabbit!’ to rabbits almost no matter
what the guise. Mama, things colored green, rabbits are salient,
what our verbal responses pick out as ‘the’ cause from among
the many candidates. What makes communication possible
is the sharing, inherited and acquired, of similarity responses.
The interpreter’s verbal responses class together or identify the
same objects and events that the speaker’s verbal responses
class together. If the interpreter also classes together the verbal
responses of the speaker, he can correlate items from two of his
own classes; verbal responses of the speaker he finds similar and
distal objects and events that he finds similar. To the latter he
has his own verbal responses; these provide his translation
or interpretation of the speaker’s words. Thus the common
cause becomes the common subject matter of speaker and
interpreter.

We need not, then, be worried by the dependence of the con-
cept of cause on our interests; it is our shared interests, our shared
similarity responses, which decide what we count as a relevant
cause. Science, it is true, strives to overcome the interest relativity
of ordinary causality. But science may without prejudice or circu-
larity note the facts about human nature that reflect interests:
the facts about salience, attention, and tendencies to generalize in
some ways rather than others.

These remarks about salience and its importance to inter-
pretation are not very different from what Quine says in The
Roots of Reference and elsewhere. He writes °...linguistic
inductions tend to be highly successful . . . [owing to] a sharing of
similarity standards by the speaker and oneself’ 2% In this paper

24 ‘Facts of the matter’, in American Philosophy from Edwards to Quine, ed.
R. W. Shahan and K. R. Merrill, Norman, Okla., University of Oklahoma Press,
1977, p. 180; also The Roots of Reference, pp. 23, 44.
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I have been arguing that Quine ought to give this insight a more
central position in his theory of meaning.

Quine revolutionized our understanding of verbal commun-
ication by taking seriously the fact, obvious enough in itself, that
there can be no more to meaning than an adequately equipped
person can learn and observe; the interpreter’s point of view is
therefore the revealing one to bring to the subject. By openly
espousing a distal rather than a proximal theory of meaning he
would also be recognizing, and fully exploiting, the active role of
the interpreter. This role, I suggest, requires that the interpreter
correlate his own responses and those of the speaker by reference
to the mutually salient causes in the world of which they speak.

g T A R

5 Pursuit of the Concept of Truth

The important figures in the history of philosophy have almost
always had both a strong negative and a strong positive agendum:
they have seen, and made clear to all, what was wrong with ideas
importantly current at the time, and they have proposed brilliant
and intriguing alternatives. On both scores Quine makes the
permanent list.

There is a far shorter roster of those who combine the two
agenda in a special and heroic way: they have recognized error in
their own work, have explained it far better than anyone else
could, and have gone on either to mend what needed mending or
to abandon a cherished thesis. I count in this category Hume,
who, in an appendix to the first book of the Treatise, admitted
that, having deconstructed a mind into its atomic parts, he could
see no way to put it back together; Frege, who, in the face
of Russell’s paradox, conceded that his attempt to reduce
mathematics to logic had failed; and G. E. Moore, who, when
confronted with Charles Stevenson’s emotive theory of ethics,
allowed that goodness might not be an objective, unanalysable
property. Quine belongs in this pantheon.

I cannot resist a parable. There is a retired graffiti artist
who calls himself A-One. Reminiscing about his career, he said:
A vandal is somebody who throws a brick through a window. An
artist is somebody who paints a picture on that window. A great
artist is somebody who paints a picture on the window and then
throws a brick through it.

Something far more controlled than simple destruction
is appropriate in Quine’s case: I think of his own favorite image of
Neurath’s ship being patiently and ingeniously repaired and
renewed while at sea.
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The shift in Quine’s thinking that I want to discuss and praise
has been long in preparation, but it has become clearest in his
recent book, Pursuit of Truth (1990). The shift concerns the
relation between meaning and truth.

Early and late, Quine has been a deflationist about truth.
A deflationist is one who holds that to say of a sentence in one’s
own language that it is true is to say no more than one says by
uttering that sentence. Truth is disquotational: we can get rid of
the predicate “is true” after the quotation of a sentence simply by
removing the quotation marks as we erase the truth predicate.
As Quine put it in From a Logical Point of View, we have a general
paradigm, namely,

(T) “~———"1is true-in-L if and only if ——,

which, though not a definition of truth, serves to endow “true-in-
L” with

every bit as much clarity, in any particular application, as is enjoyed by
the particular expressions of L to which we apply [it]. Attribution of

truth in particular to “Snow is white” . . .is every bit as clear to us as
attribution of whiteness to snow.

In Word and Object Quine remarks that “To say that the state-
ment ‘Brutus killed Caesar’ is true, or that ‘The atomic weight of
sodium is 23’ is true, is in effect simply to say that Brutus killed
Caesar, or that the atomic weight of sodium is 23.”* The theme
is repeated thirty years later in Pursuit of Truth:

... there is surely no impugning the disquotation account; no disputing
that “Snow is white” is true if and only if snow is white. Moreover, it is
a full account; it explicates clearly the truth or falsity of every clear
sentence.

On this matter, Quine has not changed his mind.

Of course, Quine realizes that not every use of a truth pre-
dicate can be dispensed with so easily. There are times when
“semantic ascent”, ascent to a metalanguage, or anyway ascent

' W. V. Quine, From a Logical Point of View, rev. edn., Cambridge, Mass.:
Harvard University Press, 1980, p. 138,

2 W. V. Quine, Word and Object, Cambridge, Mass.: MIT Press, 1960, p. 24. Ina
footnote, Quine refers us to Tarski for “the classic development of this theme”.

3 W. V. Quine, Pursuit of Truth, Cambridge, Mass.: Harvard University Press,
1990, p. 93.
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to talk of sentences rather than talk of what the sentences are
about, is forced on us: times when we want to speak of the truth
of sentences without having the sentences at hand. Examples:
“The premisses of his argument may have been true, but the
conclusion certainly wasn’t”, “What she said to our pursuers
can’t have been true, for they haven’t found us yet”. Faced with
such uses of the truth predicate, we turn to Tarski, who showed
how, by recursively specifying the truth conditions of every
sentence in a language, we can avail ourselves of the truth
predicate when the.sentence or sentences said to be true can be
mentioned but for some reason can’t be used. Tarski’s method
still turns on disquotation, but not the disquotation of sen-
tences, there being too many of them, but of the constituent
words which, though finite in number, suffice to form all the
sentences.

It is the disquotational feature of truth, in Quine’s opinion,
which makes truth so much clearer a concept than meaning.
Comparing theory of meaning and theory of reference, Quine
says that they constitute “...two provinces so fundamentally
distinct as not to deserve a joint appellation at all”.# The former
deals with such tainted topics as synonymy, significance, and
analyticity. The concepts treated by the latter, which include
truth, are by contrast “...very much less foggy and
mysterious . .. ”. For although “true-in-L” for variable “L” is not
definable, “...what we do have suffices to endow “true-in-L”,
even for variable “L”, with a high enough degree of intelligibility
so that we are not likely to be averse to using the idiom”.% “What
we do have” is, of course, the paradigm (T) and the “expedient
general routine” due to Tarski for defining “true-in-L” for
particular languages.

Quine has made ingenious use of Tarski’s “expedient general
routine”. In a 1952 paper, “On an Application of Tarski’s Theory
of Truth”, he explores the question whether truth for the lan-
guage L of Mathematical Logic (1940) can be defined in L itself.®
It is not clear at first what stands in the way, for L can be

4 Quine, From a Logical Point of View, p. 130. 5 Ibid., pp. 137-8.

5 W. V. Quine, “On an Application of Tarski’s Theory of Truth”, Proceedings of
the National Academy of Science 38 (1952). 430-3; repr. in Selected Logic Papers,
New York: Random House, 1966; idem, Mathematical Logic, New York:
Norton, 1940.
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interpreted as containing its own syntax, and much besides.
Quine succeeds in giving a recursive definition of satisfaction
using only the resources of L. If this recursive definition could be
turned into a direct definition, L would have been proven
inconsistent, truth being immediately definable in terms of
satisfaction. But an unusual feature of L blocks the move from
recursive to direct definition: in L, the quantifiers range over all
entities, and so satisfaction must relate expressions of L to all
entities. But some entities only, called “elements”, are available
in L as relata of relations. This mismatch prevents Frege’s device
for converting recursive into direct definitions from capturing
the full ontological scope needed for the characterization of
satisfaction, and hence of truth. Prevents it, that is, provided L
is consistent.

In Philosophy of Logic (1970), Quine makes a connected but
more general point: just as a normally equipped language cannot,
on pain of contradiction, contain an open sentence “x satisfies y”
true of sequences of objects in the ontology of the language and
sentences (open or closed) of the language, so a consistent set
theory cannot tolerate the existence of a set consisting of the
ordered pairs of sequences of objects in the ontology of the theory
and the sentences (open or closed) of the theory.

These interesting technical applications of Tarski’s approach
to the concept of truth exploit its disquotational feature, and this
encourages the idea that truth and meaning can be kept quite
separate. But can they in general? Scattered remarks in Quine’s
work suggest otherwise. In 1936 Quine published the brilliant and
prescient “Truth by Convention”. In it he remarks that “...in
point of meaning...a word may be said to be determined to
whatever extent the truth or falsehood of its contexts is deter-
mined”.” It is hard to see how truth could have this power of
determining meaning if the disquotational account were all there
were to say about truth. Other passages in Quine suggest the same
idea: “First and last, in learning language, we are learning how to
distribute truth values. I am with Davidson here; we are learning
truth conditions”.® Or again, “... Tarski’s theory of truth [is] the

7 W. V. Quine, “Truth by Convention”, repr. in The Ways of Paradox and Other
Essays, rev. enlarged edn., Cambridge, Mass.: Harvard University Press, 1976, p. 89.
8 W. V. Quine, The Roots of Reference, La Salle, Ill.: Open Court, 1974, p. 65.
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very structure of a theory of meaning.”® Philosophy of Logic also
stresses, in a way not to be found in earlier works by Quine,
the importance of discerning in a language a grammatical
structure geared to the workings of a theory of truth; only then
will we see how “logic chases truth up the tree of grammar”.'’
Up to a point it may seem easy to keep questions of truth and
questions of meaning segregated. Truth we may think of as dis-
quotational (in the extended Tarski sense) and therefore trivial;
meaning is then another matter, to be taken care of in terms of
warranted assertability, function, or the criteria for translation.
This is the line followed, for example, by Paul Horwich in hlS
recent book Truth, by Scott Soames, and by David Lewis.""
It may, at least at one time, have been Quine’s view. In Word and
Object, in a passage that immediately precedes the remark that to
say that the sentence “Brutus killed Caesar” is true is in effect
simply to say that Brutus killed Caesar, Quine despairs of a
substantive concept of truth, perhaps along the lines of Peirce,
and says,

It is rather when we turn back into the midst of an actually present
theory .. . that we can and do speak senmbly of this or that sentence as
true. Where it makes sense to apply “true” is to a sentence couched in the
terms of a given theory, and seen from within the theory.'?

This is, I think, what Quine means when he says that truth
is “immanent”. The point is not merely that the truth of a sentence
is relative to a language; it is that there is no transcendent, single
concept to be relativized.

But Quine cannot mean that we sensibly speak of the truth of
sentences only when those sentences are contained in the language
we are using to do the speaking. It may be impossible to give an
explicit definition of truth for languages generally, at least
following Tarski’s method, but of course one can speak sensibly

? W. V. Quine, Theories and Things, Cambridge, Mass.: Harvard University
Press, 1981, p. 38. He adds that this insight (which he generously attributes to me)
“was a major advance in semantics”.

19 W. V. Quine, Philosophy of Logic, Englewood Cliffs, NJ: Prentice-Hall,
1970, p. 35.

U Paul Horwich, Truth, Oxford: Blackwell, 1990; Scott Soames, “What is a Theory
of Truth?”, Journal of Philosophy 81 (1984): 411-29; David Lewis, “Languages and
Language”, in Minnesota Studies in the Phi{ofaﬁahy of Science, vii, Minneapolis:
University of Minnesota Press, 1975. Quine, Word and Object, p. 24.
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of the truth of sentences in one language using another language.
What should we say about the disquotational view of truth in this
case?

In “Variables Explained Away”,"* Quine described a language
which, like Schénfinkel’s combinatorial logic, lacked variables,
but unlike it was no stronger than standard quantification theory
with identity. This essay left one wondering whether, for such a
language, truth could be defined without recourse to something
like Tarski’s notion of satisfaction, that is, to some systematic way
of relating expressions to objects in the ontology of the language.
The answer is implicit in “Algebraic Logic and Predicate Functors”.
There Quine remarks that

When a theory is given the usual quantificational form, the things that
the theory accepts as existing are indeed the things that it accepts as the
values of its variables of quantification. If a theory is given another form,
moreover, there is no sense in asking what the theory accepts as existing
except as we are in a position to say how to translate the theory into the
usual quantificational form...When we switch to predicate-functor
logic, such a mode of translation is available . . . In the light of it, we find
that the things that a theory in predicate-functor form accepts as existing
are the things that satisfy its predicates.'*

Thus “to be is to be the value of a variable™ is not quite as general
a formula for determining the ontology of a language as “to be
is to satisfy the predicates of the language (or their comple-
ments)”: as Quine puts it, “...the characterization in terms of
satisfaction of predicates does have the advantage of applying
equally and outright to theories in quantificational form and
theories in predicate-functor form, without having to be funneled
through a translation”.'

The question of a truth definition is explicitly answered in
“Truth and Disquotation”,'® which explores among other things
the question when a theory of truth for a language can evade the

3 W. V. Quine, “Variables Explained Away”, Proceedings of the American
Philosophical Society 104 (1960): 343-7; repr. in Selected Logic Papers.

14 W. V. Quine, “Algebraic Logic and Predicate Functors”, pamphlet,
Indianapolis: Bobbs-Merrill, 1976; repr. in Ways of Paradox, p. 304.

15 Ibid. See also W. V. Quine, “Ontology and Ideology Revisited”, Journal of
Philosophy 80 (1983): 499-502.

' W. V. Quine, “Truth and Disquotation”, in Proceedings of the 1971 Tarski
Symposium, Providence: American Mathematical Society, pp. 373-84; repr. in Ways
of Paradox.
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Tarskian detour involving a concept like satisfaction with its
explicit teaming of expressions in the language to be studied with
sequences of entities in the ontology of the theory. In the case of
Schonfinkel’s combinatory logic, the notion of satisfaction is not
required, since a version of designation can be characterized
which maps any singular term onto what it designates. This is
possible because in Schonfinkel’s logic all formulas, including
sentences, are singular terms; thus truth turns out to be a special
case of designation: a true sentence designates (as in Frege)
The True. In some cases, notably elementary number theory,
satisfaction and its ontology can be dispensed with because truth
for atomic sentences can be specified by direct methods and
quantification handled substitutionally. In the interesting case of
Quine’s predicate-functor language, satisfaction, in its classic
form, cannot be directly applied, though it can, of course,
be applied to the translation of the predicate-functor language
into standard quantificational form.

These experiments in defining truth for various languages
are far from proving that only Tarski’s methods are sufficiently
general to be interestingly applicable to formalized languages that
might be viewed as versions of, or substitutes for, natural
languages. Nevertheless, Quine has shown that though we can
“explain variables away”, this in itself does not affect the need,
in defining truth, to resort to some analogue of satisfaction.
Viewed from the vantage point of truth theory, the ontological
burden of a language made explicit by quantificational structure
is less “provincial” than it might seem. More important,
the immanence of truth is not so restrictive after all: the truth of a
sentence may be sensibly spoken of from within what at least
appears to be a very different language.

So far we have been assuming, with Tarski, that the metalan-
guage contains the object language, or that there is a systematic,
known way of translating from the object language into the
metalanguage. What happens if this assumption is dropped?

A theory of truth for a language in use is an empirical theory:
it attempts to specify, for speakers of the language, the conditions
under which sentences of their language are true. Of course if
“is true” is a truth predicate, and “if and only if” expresses
biconditionality, a sentence of the form “ ‘Snow is white’ is true if
and only if snow is white” can’t be false, whatever “Snow is white”
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may mean, on the (empirical) assumption that the semantics of
the mentioned sentence coincide with the semantics of that sen-
tence as used. But once the question is raised whether the theory,
as stated in an interpreter’s language, is true of the language of
a second person, the empirical and non-trivial character of the
theory becomes obvious. What should count as confirming that
such a theory is true? To ask this question is to ask a question
about the concept of truth that disquotation cannot answer.

We know that if the theory contains a sentence of form (T) for
every sentence of the object language, and is otherwise formally
correct, the theory uniquely and correctly determines the exten-
sion of the truth predicate. So the obvious way to test the truth of
the theory is to discover whether each in a reasonable sample of its
T-sentences is true, and none false. Since the sample will always be
finite, while the theory implies an infinity of T-sentences, the test
will be inconclusive; but that is to be expected. The problem is to
recognize when a T-sentence is true.

T-sentences were only incompletely characterized by paradigm
(T). Truth must be relativized to a language (or, better, to a
speaker or group of speakers); if to a language or a group of
speakers, then once more to a speaker (because the truth of a
sentence containing words like “me” and “here” depends on who
utters the sentence); and to a time (to take care of tense, “now”,
“tomorrow”, etc.). We must also allow that what fills the space to
the right of the biconditional need not be the very words quoted
or otherwise described on the left; if that sentence contains no
indexicals, it suffices that the sentence on the right translate the
target sentence; when there are indexicals, there will be an open
sentence on the right of the biconditional, and its relation to the
target sentence will be more complicated still. Translation of a
sort will still be relevant, and this is all that will concern us here.
Thus the problem of recognizing the truth of a T-sentence boils
down to the problem of translation, and the evidence that a theory
of truth is empirically correct will be the evidence that a scheme
for translating the object language into the metalanguage
(a translation manual) is correct.

Quine has famously rejected the traditional goal of translation,
that of preserving meaning, as empirically unfounded. In place of
translation so conceived, Quine offers an alternative (“radical
translation”), characterized by empirical criteria. Radical
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translation, according to Quine, takes advantage of all empirical
evidence relevant to what can be learned and understood by
a speaker or interpreter of a language. Quine would then seem to
be in a position to answer the question when a theory of truth for
another speaker (or group of speakers) is correct. One way is this:
first we devise, as far as possible, a theory of truth for our own
language. By assuming that the object language is contained in the
metalanguage, we avoid raising any obvious empirical problems
at this stage. Then we apply the theory to the other speaker or
speakers by way of radical translation. It may turn out that they
speak “the same language” (the homophonic translation manual
works), or it may not; in either case, the discovery is empirical,
and supported by the same sort of evidence.

If we were assured of a unique correct way of translating from a
foreign tongue into our own, we might fancy that we could
somehow disregard the translational step that carried the concept
of truth abroad from its disquotational home. But Quine has
taught us that there is no reason to believe that if there is one
acceptable manual for translating one language into another,
then there is only one. Quine has persuasively argued that if there
is one acceptable manual for translating the sentences of the
object language into the metalanguage, there will be an infinity of
equally acceptable alternative translation manuals which differ
with respect to the objects that singular terms and predicates
are taken to refer to or be true of. (Hence Quine’s phrase
“the inscrutability of reference”.) The simplest examples depend
on systematic one-to-one mappings of the objects in the ontology
assigned to the object language by a given translation manual
onto those same objects; the mapping is used to reinterpret the
reference of singular terms and the extension of predicates to yield
a new translation manual.

The point transfers directly to theories of truth. Theories of
truth in Tarski’s tradition depend on specifying the conditions
under which an arbitrary sequence of objects satisfies a sentence
(open or closed); a true sentence is a closed sentence satisfied
by any or all sequences. Quine’s thesis of the inscrutability of
reference can then be restated: certain global changes in the
conditions under which sequences satisfy open sentences make no
difference to the conditions under which sequences satisfy closed
sentences: very different ways of connecting terms and predicates
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to objects may make no difference to the truth of the sentences in
which they occur.
Where does this leave the analogues of paradigm (T),

(®) the singular term “— - refers to——,
(E) the predicate “——" is true of things that are ——,

for the reference and extension of singular terms and predicates?
As with paradigm (T), all instances of these paradigms will be
trivially true on the assumption that the object language is con-
tained in the metalanguage. This generates the illusion that
the relations of reference and being-true-of are unique. Itis easy to
see that they are not, however, if the only constraints on these
relations are that they yield correct truth predicates—correct, that
is, by the standards of Tarski’s convention T and Quine’s version
of translation. For consider a situation in which two speakers,
Clara and Dora, speak what is in every empirically determinable
respect the same language: for a radical translator with a different
language, those and only those translation manuals that work for
Clara work for Dora. Clara and Dora can (and presumably do)
use the homophonic translation manual in understanding each
other. But convenience and custom aside, they could do as well
with any of the empirically adequate alternative manuals that
systematically reinterpret singular terms and predicates. These
alternative manuals will not be consistent with paradigms (®) and
(E), nor will the theories of truth generated by these manuals yield
T-sentences in the format of (T). The truth conditions of sentences
will be unchanged, however, in the sense that the various truth
predicates will have the same extension; not so for the relations of
reference and being-true-of (or the relation of satisfaction).

There is, then, no unique reference of a singular term, nor
unique extension of a predicate. The illusion of uniqueness
is created by the fact that one can’t switch translation manuals in
midstream without obliterating relevant distinctions. Thus if
Ruth is not identical with Dora, Clara can’t substitute “Ruth” for
“Dora” in its second appearance in “My word ‘Dora’ refers to
Dora”. It would be a mistake to suppose this indicates that her
word “Dora” must refer to Dora; the real lesson is merely that the
same word can’t without ambiguity perform different tasks in a
language. Referring to a unique entity is not an intelligible task;
distinguishing between entities is.

R She L A i e B

Pursuit of the Concept of Truth 73

Relativization cannot fix reference; nothing can. Nevertheless,
if not relativization, then something like it is needed to keep talk
of reference straight. Since the various ways of relating the words
of a speaker to things serve to define the same concept of truth, it
is tempting to think of the various corresponding reference- or
satisfaction-predicates as variations on a single theme: because all
the “satisfaction-predicates” are devised to expedite Tarski’s
“expedient general routine”, they all agree when it comes to
the relation between sequences and closed sentences. But the
temptation to relativize must be resisted; there is nothing to
relativize satisfaction or reference to. (Of course “x satisfies y in
L” for variable “L” is not available for the same reason its
analogue for truth is not.) But although there is no making sense
of the question which satisfaction-relation a predicate represents,
different relations require different predicates. The need is easily
enough satisfied; we can use syntactically distinct predicates for
distinct relations.

These reflections should make us wonder how much clarity
accrues to the concepts of truth, reference, and satisfaction from
the paradigms (T), (®), and (E). The paradigms do require unique
extensions for certain predicates, but nothing about the para-
digms insures that only predicates with these extensions deserve to
be called predicates of truth or reference. And in fact, as Quine
has persuasively shown, predicates with very different extensions
have equal claim to be called predicates of reference, extension,
and satisfaction. So far as the paradigms are concerned, we are
free to think the same about truth predicates.

Why don’t we think the same? The reason we don’t is simple.
We assign semantic properties to certain proper parts of sentences
only in order to give a finite account of the semantic properties of
the infinitude of sentences. It follows that the only constraint on
what we say about the parts is that sentences perform as predicted.
There is no choosing between ways of relating words to things as
long as the truth conditions of sentences come out the same; but
this is an interesting fact because there are empirical constraints
on truth conditions.

These constraints are, as is to be expected from the close
relation between translation and truth in Tarski’s Convention T,
the constraints on acceptable methods of translation. As we have
noticed, a single concept of truth, given voice in some language,
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can be applied to various languages if a systematic way of
translating is available, subject to the limitations due to the threat
of paradox.

It is not to be expected that the constraints on translation will
make no appeal to the concept of truth: good translation
preserves truth, truth is what is preserved by good translation,
if not sentence by sentence, yet on the whole. The best we can do,
by way of breaking out of this circle, is to connect truth or
translation with observable reactions of speakers to language and
the world. Quine’s chosen reaction is prompted assent, assent to a
sentence as prompted by events, verbal or otherwise, in the world.
What is wanted is honest assent, and here the connection with
truth is evident: someone who honestly assents to a sentence holds
it true—Dbelieves it to be true. The data for translation or a theory
of truth for a speaker are thus facts about what causes the speaker
to hold various sentences true. In some cases the causes are irrel-
evant; thus the truth-functional sentential connectives can be
translated directly on the basis of patterns of assent and dissent.
For the simplest sentences concerning easily observed objects and
events, the evidence for translation is the causes of changes in
assent. For sentences assent to which is less simply geared to the
observable, translation depends on relations among sentences
created by patterns of assent.

This, in outline, is Quine’s way with translation, and I have
nothing but admiration for the aspects of the method that I have
outlined. I have remarked that the method carries over directly to
truth, since a theory of truth for one’s own language (based on
paradigm (T)) can be applied to another language by way of
translation. One can also skip the detour through translation by
using the same data to yield a theory of truth directly; T-sentences
will then display translations without mentioning this fact, as in
Tarski.

I have been stressing the invasion of truth by considerations
of meaning, an invasion we cannot ignore as soon as the question
of the truth of sentences in languages other than our own arises.
The invasion can be direct, if we ask when an alien sentence is true,
or indirect if we characterize truth disquotationally for our own
language first, and then translate the foreign tongue into our own.
The difference, if there is one, is that the first strategy mingles
issues of truth and meaning from the start, while the second
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approach allows for a division of labor. But in either case we have
the makings of a transcendent attitude toward, if not definition of,
the concept of truth. If we apply truth directly to other languages,
we get a multiplicity of truth predicates in our home language,
and these are united by our general (transcendental) method of
application. If we have just the single truth theory for our own
language, what makes it transcendental is our common criteria
for translation. Of course, in either case transcendence has its
limits; our home language must in part be slighted; no matter how
we enlarge it, a part remains beyond the reach of the last truth
predicate in the growing hierarchy.

The indeterminacy of translation still raises a problem for
truth. The evidence for translation consists of data in which belief
and meaning are conflated, since assent to a sentence depends
both on what a speaker takes the sentence to mean and what he
believes about the world. Quine’s method for separating the roles
of meaning and belief to the necessary degree depends on
assuming that with respect to sentential logic, it makes no sense to
suppose that the beliefs of speaker and interpreter differ. He also
assumes that in the plainest cases similar stimuli elicit similar
beliefs in speaker and interpreter. These methodological
assumptions, both of them applications of the “principle of
charity”, do not dictate a unique best translation or theory of
truth; in general the data can be accommodated in more than one
way, since it is possible to compensate for a change in the truth
conditions assigned to a speaker’s sentence by a change in the
beliefs attributed to him. This means that on one theory a given
sentence may be true for a time and speaker, and on another
theory not.

One way to resolve the threatened contradiction is, of course,
to introduce separate “truth” predicates; but to do this would
seem to amount to forswearing the difference lately claimed
between reference and truth. There would, though, remain an
important difference of level. Versions of “reference” may be
grouped when they serve to define a common truth predicate;
truth predicates may be grouped which, when combined with
suitable theories of belief, explain the same verbal responses
(prompted assents).

We are still left with different concepts of truth, though to the
extent that charity enjoins minimizing unexplained disagreement
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as a way to achieve understanding, it will minimize the differences
between accounts of truth for the same sentences. Another, and
better, way to view the matter is this: Truth must in any case be
relativized to a language. Up to this point we had been thinking of
relativization to a language as identical with relativization to a
speaker or group of speakers. But there is a point in considering
these as separate parameters. Even supposing all the relevant
evidence is in for a speaker or group of speakers, we can interpret
him or her or them as speaking various languages. This means
only that within limits we can assign different truth conditions to
a sentence as used by a given speaker or speakers as long as
we make appropriate changes elsewhere in the theory. Putting
things this way, though it does not point to the possibility of
a universal definition or theory of truth, does give color to the
idea that we are using the same concept of truth in devising our
various theories. What gives unity to the concept is, on the one
hand, the formal requirement made explicit by Convention T, and
the tie with prompted assent on the other.

There seems no difficulty, then, in applying the concept of truth
to speakers of various languages. Of course when we do this
we operate with our own language and concepts, but this does not
suggest that it makes sense to apply “true” only to our own
sentences. Why, then, does Quine say that truth is “immanent”?
I quote:

...t is a confusion to suppose that we can stand aloof and recognize all
the alternative ontologies as true in their several ways, all the envisaged
worlds as real. It is a confusion of truth with evidential support. Truth is
immanent, and there is no higher."”

Of course, if the “alternative ontologies” or “envisaged worlds”
were somehow in conflict, we could not accept them simultan-
eously. Since the various worlds and ontologies are generated by
equally justified, though different, systems of translation from an
alien tongue into our home language, the issue is not whether we
can describe them all. But do they conflict? At one time Quine
thought they might; he claimed that theories “. . . can be logically

incompatible and empirically equivalent”,'® and gave this as the

7 Quine, Theories and Things, pp. 21-2.
¥ W. V. Quine, “On the Reasons for Indeterminacy of Translation”, Journal of
Philosophy 67 (1970): 178-83.
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best reason for supposing translation indeterminate. More
recently, though, he has explained away the appearance of
incompatibility by recognizing that the apparent contradiction
is better seen as ambiguity in one or more key words. In this way

...we can resolve all conflict between the...[empirically equivalent]
theory formulations. Both [theories] can be admitted thenceforward as
true descriptions of one and the same world in different terms. The threat
of relativism of truth is averted."

More rccentzlg still, in Pursuit of Truth, Quine vacillates on the
issue again.” But when it comes to contemplating conflicting
accounts of truth for the same language, straightforward
contradiction threatens. For suppose your language contains a
sentence which in-one of your theories is true, and in another false.
(Unless the two theories are in the same language, there can be no
such conflict.) Then my account of truth for you must attribute
both truth and falsity to your same sentence. Quine seems to
appreciate the point, for elsewhere in Pursuit of Truth he considers
the case of two different translation manuals for the same
language, both of them in accord with all possible evidence,
and therefore empirically equivalent. In such a case we should,
he says, count both manuals true.?! Since the divergent manuals
gear directly into one’s disquotational truth theory for one’s own
language, we can escape contradiction only by supposing each
manual attributes a different (though empirically indistinguish-
able) language to the speaker.

Applying truth to our own speech, we are prevented, as we saw in
the case of reference, from straightforward formulation of the
alternatives that would call for relativization. This encourages the
illusion that our own speech is not open to alternative interpreta-
tions. If we accept this view, we will indeed think of truth as
immanent; as having, in fact, no clear application to others, even
those who speak, so far as the evidence goes, “our” language. If, on
the other hand, we think of truth as a concept that has application
only in the context of shared linguistic practice, we will not expect
that it can be sheltered from the exigencies of interpretation.

I come now to the development in Quine’s views of which
I spoke at the start. We have noted the extent to which

!9 Quine, Theories and Things, p. 30.

. Quine, Pursuit of Truth, p. 100.
2 Ibid., p. 48.
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disquotational truth is enmeshed, through the medium of
translation, with untidy matters of meaning. As a result, an
interpreter’s application of his truth predicate to the sentences of
a speaker other than himself will depend on how he understands
(i.e., “translates”) those sentences, even if they apparently belong
to his own language. But translation, as Quine has characterized it
in the past, has been in danger of losing track of truth.

A person comes to share observation sentences with someone
else when he is caused to be disposed to assent to the same
sentences by the same or relevantly similar events or situations.
A person comes to understand the speaker of a different language
when he can systematically match up his own sentences with those
of the alien speaker on the basis of the same or similar causes.
The question is, when are events or situations or causes the same
or relevantly similar?

Quine’s answer in the past has been, when the patterns of
sensory stimulation are the same, nearly enough, from speaker to
interpreter. We were asked to imagine that we have a way of
mapping the nerve endings of one person onto the nerve endings
of another: then patterns of stimulation are relevantly similar if
all corresponding nerve endings fire. An observation sentence
is shared by speakers when the same patterns of stimulation
prompt their assent to, or dissent from, the same sentence.
We understand an alien observation sentence when we find a
sentence of our own to which our assent and dissent is prompted
by the same patterns of stimulation that prompt the alien’s assent
and dissent to his sentence.

This idea is appealing because it takes direct account of the role
of the senses in causing us to hold true (or false) sentences like
“It’s cold in here”, “That mouse is mauve”, “There’s a tiger”,
“It’s raining”. It also seems to take account in a natural way of
errors due to illusion. As Quine remarks, it is a way of capturing
the empiricist principle that all empirical knowledge comes by way
of the senses without depending on such suspect entities as sense
data, raw feels, or uninterpreted experience. The laudable intent
was to make empiricism scientifically respectable by basing both
meaning and knowledge on intersubjectively observable states
and events.

There are fairly obvious reasons to be dissatisfied with this
idea, and they have bothered Quine over the years. One is the
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difficulty in being clear how to map one person’s nerve endings
onto another’s. A second is that people do not always share
operative sense organs. Another is that variations in what one
person takes to be evidence for the truth of an observation
sentence may not be what another takes to be evidence. It is also
a question how similarity of patterns of stimulation could serve
as the basis of translation and language learning when such
similarities are so evidently unavailable to learner or teacher.
In Roots of Reference and elsewhere, Quine often slipped into
taking shared external circumstances as the key to the correct
interpretation of observation sentences rather than shared pat-
terns of stimulation, and in Pursuit of Truth a version of this shift
becomes-official.

The result, in my opinion, is to save the natural relation
between meaning and truth. For on the earlier view, there was no
reason it might not happen that the correct translation of
“Gavagai” was “Lo, a mouse”; then whenever the translating
linguist noted a rabbit in plain sight, the alien speaker was
interpreted as reporting a mouse. Two things go wrong: the
criteria for translation make the alien systematically wrong again
and again, as wrong as the most determined skeptic might
imagine; and the criteria ignore the obvious clues that any inter-
preter or linguist or learner would use, clues which would assign
truth conditions to the speaker that would make him mostly right.

What is directly available to the learner of a first language or to
the jungle linguist is the high correlation between easily observed
behavior on the part of the teacher or informant (he says
“Gavagai”) and easily observed events, situations or occasions in
the shared world. We don’t need, in order to express this simple
idea, an ontology of situations or occasions: what makes the
occasions similar is the similarity of the responses of the teacher
or informant and the similarity of the learner’s or linguist’s
responses to the world (or, as we can as well say, to the stimula-
tion of his senses). The linguist can put a word to his response:
“Rabbit”. The learner is coming to class the occasions together,
and to put a word to them: “Gavagai”, if he belongs to the tribe.

If we want to say in articulate form what it is that makes
the occasions similar, the only sure answer we can give is that they
are situations in which there is, or appears to be, a rabbit present.
The cases of deceptive appearance must, in the nature of things,
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be explicable and statistically infrequent; otherwise “Rabbit” and
“Gavagai” would be true when there was a rabbit appearance
unaccompanied by a rabbit.

Quine holds that the stimulus for both learner and teacher is
the unshared, and perhaps unlike, stimulations of the nerve
endings, not the shared rabbit. I think we can locate the stimulus
where we please in the causal chain from the events in the brain
that cause a disposition to assent to “Rabbit” or “Gavagai” on
out through the sense organs to the rabbit and beyond. But it
doesn’t matter how we use the word “stimulus”; what matters to
meaning and truth is what must be shared for communication to
succeed. When we talk of ordinary things like rabbits, what must
be shared cannot be, as Quine once held, patterns of stimulation,
but the patterns stirred by the same external events, scenes, and
objects.

The center of life of meaning has come to coincide with the
center of gravity that determines truth. It is meaning that has been
shifted, for what fixes meaning is no longer private events
designed to echo the role sense data once played, but what
is shared in the outside world. No brick has gone through the
window, but the repaired ship will sail even better than before.

CRNCIE JATITOPP IR ST PE S e )

6 What is Quine’s View of Truth?

On one important issue concerning his understanding of the
concept of truth, Quine has set me straight. I had worried that
when he wrote that truth is ‘immanent’ he was expressing the idea
that truth is relative not only to a language, but also is relative in
some further way. He assures me that no other relativization is
implied beyond the familiar, and unavoidable, relativization to a
language. What, then, are we to make of the remark that

Itis. .. when we turn back into the midst of an actually present theory . ..
that we can and do speak sensibly of this or that sentence as true. Where
it makes sense to apply ‘true’ is to a sentence couched in the terms of a
given theory, and seen from within the theory."

This may seem to say that there is a truth predicate applicable to
the sentences of a theory as seen from ‘within the theory’, but that
that predicate is not applicable beyond the theory. This would
imply a different concept of truth for each theory, not just an
application of the same concept to each new theory. Surely,
though, Quine does not mean we cannot intelligibly speak of the
truth of a sentence in one language using another language;
strictly, this is what Tarski has taught us, we not only can, but
must, do. My confusion here may well be traceable to the fact that
‘theory’ and ‘language’ are not to be clearly distinguished in
Quine’s writings. No wonder. Once one repudiates the analytic/
synthetic distinction, one has given up the distinction between
belief and meaning, overall theory and language. Given a way of
translating another’s language, one has arbitrarily fastened on
a way of seeming to draw the line, but equally good translation

' W. V. Quine, Word and Object, Cambridge, Mass.: MIT Press, 1960, p. 24.
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manuals would draw the line in other places, and so dole out
truth to the translated sentences in other ways. Hence, perhaps,
the apparent relativity of truth to a theory as well as a language.

It may be in somewhat the same vein that Quine has answered
those of us who were troubled by the question what ontology is
relative to in Ontological Relativity.” Quine now settles the matter:
it is relative to a translation manual.® About this I have two
questions, neither of them probably more than matters of expo-
sition or terminology. The first question is, is it necessary to
relativize ontology both to a language and to a translation
manual, or do these come to the same thing? If we start by
assuming, with common sense, that a person is normally speaking
just one language, then the further relativization is called for. But
if we start by relativizing to a translation manual, it would be
otiose to suppose we were adding anything by relativizing to a
language. So in spite of the somewhat bizarre idea that as inter-
preters we make a partially arbitrary decision as to the language
someone is speaking, it seems to me to clear the air simply to do
without the ordinary notion of a language, and say that in
choosing a translation manual we are selecting at our convenience
one of a set of equally plausible ‘languages’ we can take someone
to be speaking.

The second question goes back to an aspect of the original
question about ontological relativity: it is clear that different
translation manuals typically treat the singular terms and pre-
dicates of the translated language as referring to different objects.
But does it decide what those objects are? Clearly not. What a
term ‘refers’ to, or a predicate is true of, is not settled by relativ-
ization to a translation manual; it merely relativizes the ontology
of one language to that of another without settling the ontology of
either, as Quine pointed out in Ontological Relativity. So relativ-
izing ontology to a translation manual, though it is the best we
can do, is not like relativizing the weight of an object to some
weight scale, which is not only as good as is possible, but as good
as makes sense. Perhaps ‘inscrutability of reference’ is, after all,
a less misleading phrase than ‘ontological relativity’. (In Pursuit

2 w. V. Quine, Ontological Relativity and Other Essays, New York: Columbia
University Press, 1969.

3 W. V. Quine, Pursuit of Truth, rev. edn., Cambridge, Mass.: Harvard University
Press, 1992, p. 52.
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of Truth, Quine offers an even better tag: ‘indeterminacy of
reference’.)

Is Quine what is now called a ‘deflationist’ when it comes to
truth? According to Paul Horwich, a deflationist holds that there
is no more to the concept of truth than we know when we realize
that every instance of the schema

The proposition that p is true if and only if p

is true. The ‘no more than’ implies, he says, that we do not need
the concept of truth to understand other important concepts like
those of meaning or belief, and we do not need those concepts to
explain the concept of truth. Horwich counts Quine as an ally, so
let us accept something like this account for the sake of examining
Quine’s position.

It is clear, of course, that Quine would not buy Horwich’s
formulation, if only because of its dependence on propositions.
Quine’s deflationism, if that is what it is, treats truth as a predicate
of sentences, not propositions. Nevertheless, many philosophers
have found Quine’s ‘disquotational’ account of truth deflationary.
It is easy to read why. In From a Logical Point of View, Quine says
‘Attribution of truth. ..to “Snow is white” . .. is every bit as clear
to us as attribution of whiteness to snow’.* In Word and Object he
contends that ‘To say that the statement “Brutus killed Caesar”
is true. . . is in effect simply to say that Brutus killed Caesar . ..".
In Pursuit of Truth he remarks:

... there is surely no impugning the disquotation account; no disputing
that ‘Snow is white’ is true if and only if snow is white. Moreover, it is
a full account; it explicates clearly the truth or falsity of every clear
sentence.

Do these remarks assert that there is no more to the concept of
truth than is ‘explicated’ by the disquotational account? No, since
the disquotational account does not tell us how to construct a
Tarski-style definition, and so does not explicate many legitimate
uses of a truth predicate.

This does not complete the list of the limitations of the
disquotational account. That account supplies no hint of how

4 W. V. Quine, From a Logical Point of View, Cambridge, Mass.. Harvard
University Press, 1953, p. 138. 5 Quine, Word and Object, p. 24.
8 Quine, Pursuit of Truth, p. 93.
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a truth predicate can be applied to a language not contained in the
language of the predicate. The instances of the disquotational
schema are guaranteed to be true, in fact, only in the very special
case where the quoted sentences are guaranteed to have the same
truth values as those same sentences shorn of quotation marks
on the right of the biconditional. This guarantee is lacking,
for example, when I surmise that your sentence ‘Snow is white’
is true if and only if snow is white. More importantly, the dis-
quotational account gives us no idea how to tell when such a
surmise is true. What this makes clear, it seems to me, is that the
disquotational account is far from a full account of the concept of
truth: in addition to knowing what determines the extension of
the concept for the language I speak, I want to know how to
determine the extension of my (the) concept of truth for other
speakers.

The passages from Quine I quoted in the second paragraph
above do not necessarily conflict with these observations. For the
first quote, read: ‘Attribution by me of truth to my sentence
“Snow is white” .. .is every bit as clear to me as attribution of
whiteness to snow’; similarly for the second quote and the first
sentence of the third. For the second sentence of the third quote,
take it to say that the disquotational account exactly determines
the extension of a truth predicate for an object language con-
tained in the metalanguage. Would these readings satisfy Quine?

My final remark concerns Horwich’s second criterion of
a deflationist, which requires that the concept of truth be
‘independent’ of other concepts. It is not easy to be sure one
understands this idea, but one testing ground is the relation, or
lack of one, between truth and meaning. One connection is made
by the necessary mention of translation in Tarski’s Convention T,
which appeals simultaneously to the intuitive general concepts
of truth and translation. Quine substitutes radical translation
for translation which aims to preserve ‘meaning’, but although
radical translation doesn’t always preserve truth value, much less
meaning, truth is nevertheless very much in view in the practice
of radical translation. Prompted assent is the key to Quine’s way
of worming one’s way into an alien tongue, and one is prompted
to assent to what one holds true. The deep connection between
truth and meaning comes out also in these quotations: ‘[I]n point
of meaning ... a word may be said to be determined to whatever
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extent the truth or falsehood of its contexts is determined’;” ‘First
and last, in learning language, we are learning how to distribute
truth values. I am with Davidson here; we are learning truth
conditions’;® ‘Tarski’s theory of truth [is] the very structure of a
theory of meaning’.? It seems, then, that we need meaning, as
preserved by radical interpretation, if we are to apply our truth
predicate to any speech but our own, and we need truth,
according to these last two quotations, to understand meaning.
Such basic relations between truth and meaning are incompatible
with a deflationary attitude toward the concept of truth. Those
who have taken the emphasis on the disquotational aspect of
the truth predicate as a sign that Quine is a deflationist must,
I conclude, be wrong.

7 W.V. Quine, “Truth by Convention”, repr. in The Ways of Paradox and Other
Essays, rev. enlarged edn., Cambridge, Mass.: Harvard University Press, 1976.

8 W. V. Quine, The Roots of Reference, La Salle, IIL: Open Court, 1974, p. 65.

? W. V. Quine, Theories and Things, Cambridge, Mass.: Harvard University Press,
1981, p. 38.
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7 A Nice Derangement of Epitaphs

Goodman Ace wrote radio sitcoms. According to Mark Singer,
Ace often talked the way he wrote:

Rather than take for granite that Ace talks straight, a listener must be
on guard for an occasional entre nous and me . . . or a long face no see. In
a roustabout way, he will maneuver until he selects the ideal phrase
for the situation, hitting the nail right on the thumb. The careful con-
versationalist might try to mix it up with him in a baffle of wits. In quest
of this pinochle of success, I have often wrecked my brain for a clowning
achievement, but Ace’s chickens always come home to roast. From time
to time, Ace will, in a jersksome way, monotonise the conversation with
witticisms too humorous to mention. It’s high noon someone beat him
at his own game, but I have never done it; cross my eyes and hope to die,
he always wins thumbs down.!

I quote at length because philosophers have tended to neglect
or play down the sort of language-use this passage illustrates. For
example, Jonathan Bennett writes,

I doubt if T have ever been present when a speaker did something like
shouting ‘Water!” as a warning of fire, knowing what ‘Water!” means and
knowing that his hearers also knew, but thinking that they would expect
him to give to ‘Water!” the normal meaning of ‘Fire!””

Bennett adds that, ‘Although such things could happen, they
seldom do.’ I think such things happen all the time; in fact, if the
conditions are generalised in a natural way, the phenomenon is
ubiquitous.

' The New Yorker, 4 April 1977, p. 56. Reprinted by permission, 1977, The
New Yorker Magazine, Inc.

2 Jonathan Bennett, Linguistic Behavior, Cambridge, 1976, p. 186. Donald
Davidson, 1985.
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Singer’s examples are special in several ways. A malapropism
does not have to be amusing or surprising. It does not have to be
based on a cliché, and of course it does not have to be intentional.
There need be no play on words, no hint of deliberate pun.
We may smile at someone who says ‘Lead the way and we’ll
precede’, or, with Archie Bunker, “‘We need a few laughs to break
up the monogamy’, because he has said something that, given the
usual meanings of the words, is ridiculous or fun. But the humour
is adventitious.

Ace’s malaprops generally make some sort of sense when the
words are taken in the standard way, as in ‘Familiarity breeds
attempt’, or “We’re all cremated equal’, but this is not essential
(‘the pinochle of success’). What is interesting is the fact that in all
these cases the hearer has no trouble understanding the speaker in
the way the speaker intends.

It is easy enough to explain this feat on the hearer’s part:
the hearer realises that the ‘standard’ interpretation cannot be
the intended interpretation; through ignorance, inadvertence, or
design the speaker has used a word similar in sound to the word
that would have ‘correctly’ expressed his meaning. The absurdity
or inappropriateness of what the speaker would have meant had
his words been taken in the ‘standard’ way alerts the hearer to
trickery or error; the similarity in sound tips him off to the right
interpretation. Of course there are many other ways the hearer
might catch on; similarity of sound is not essential to the mal-
aprop. Nor for that matter does the general case require that the
speaker use a real word: most of “The Jabberwock’ is intelligible
on first hearing.

It seems unimportant, so far as understanding is concerned,
who makes a mistake, or whether there is one. When I first
read Singer’s piece on Goodman Ace, I thought that the word
‘malaprop’, though the name of Sheridan’s character, was not
a common noun that could be used in place of ‘malapropism’.
It turned out to be my mistake. Not that it mattered: I knew what
Singer meant, even though I was in error about the word; I would
have taken his meaning in the same way if he had been in error
instead of me. We could both have been wrong and things would
have gone as smoothly.

This talk of error or mistake is not mysterious nor open to
philosophical suspicions. I was wrong about what a good
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dictionary would say, or what would be found by polling a pod of
experts whose taste or training I trust. But error or mistake of this
kind, with its associated notion of correct usage, is not philo-
sophically interesting. We want a deeper notion of what words,
when spoken in context, mean; and like the shallow notion of
correct usage, we want the deep concept to distinguish between
what a speaker, on a given occasion, means, and what his words
mean. The widespread existence of malapropisms and their kin
threatens the distinction, since here the intended meaning seems
to take over from the standard meaning.

I take for granted, however, that nothing should be allowed to
obliterate or even blur the distinction between speaker’s meaning
and literal meaning. In order to preserve the distinction we must,
I shall argue, modify certain commonly accepted views about
what it is to ‘know a language’, or about what a natural language
is. In particular, we must pry apart what is literal in language from
what is conventional or established.

Here is a preliminary stab at characterising what I have been
calling literal meaning. The term is too incrusted with philosophical
and other extras to do much work, so let me call what I am inter-
ested in first meaning. The concept applies to words and sentences as
uttered by a particular speaker on a particular occasion. But if the
occasion, the speaker, and the audience are ‘normal’ or ‘standard’
(in a sense not to be further explained here), then the first meaning of
an utterance will be what should be found by consulting a dictionary
based on actual usage (such as Webster’s Third). Roughly speaking,
first meaning comes first in the order of interpretation. We have no
chance of explaining the image in the following lines, for example,
unless we know what ‘foison’ meant in Shakespeare’s day:

Speak of the spring and foison of the year,
The one doth shadow of your beauty show,
The other as your bounty doth appear...

Little here is to be taken literally, but unless we know the literal, or
first, meaning of the words we do not grasp and cannot explain
the image.

But ‘the order of interpretation’ is not at all clear. For there are
cases where we may first guess at the image and so puzzle out the

3 Shakespeare, Sonnet 53.
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first meaning. This might happen with the word ‘tires’ in the same
sonnet:

On Helen’s cheek all art of beauty set,
And you in Grecian tires are painted new.

And of course it often happens that we can descry the literal
meaning of a word or phrase by first appreciating what the
speaker was getting at.

A better way to distinguish first meaning is through the
intentions of the speaker. The intentions with which an act is
performed are usually unambiguously ordered by the relation of
means to ends (where this relation may or may not be causal).
Thus the poet wants (let us say) to praise the beauty and gener-
osity of his patron. He does this by using images that say the
person addressed takes on every good aspect to be found in nature
or in man or woman. This he does in turn by using the word
‘tire’ to mean ‘attire’ and the word ‘foison’ to mean ‘harvest’. The
order established here by ‘by’ can be reversed by using the phrase
‘in order to’. In the “in order to’ sequence, first meaning is the first
meaning referred to. (‘With the intention of” with ‘ing’ added to
the verb does as well.)

Suppose Diogenes utters the words ‘I would have you stand
from between me and the sun’ (or their Greek equivalent) with the
intention of uttering words that will be interpreted by Alexander
as true if and only if Diogenes would have him stand from
between Diogenes and the sun, and this with the intention of
getting Alexander to move from between him and the sun, and
this with the intention of leaving a good anecdote to posterity.
Of course these are not the only intentions involved; there will
also be the Gricean intentions to achieve certain of these ends
through Alexander’s recognition of some of the intentions
involved. Diogenes’ intention to be interpreted in a certain way
requires such a self-referring intention, as does his intention to ask
Alexander to move. In general, the first intention in the sequence
to require this feature specifies the first meaning.

Because a speaker necessarily intends first meaning to be
grasped by his audience, and it is grasped if communication
succeeds, we lose nothing in the investigation of first meaning if
we concentrate on the knowledge or ability a hearer must have
if he is to interpret a speaker. What the speaker knows must
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correspond to something the interpreter knows if the speaker is to
be understood, since if the speaker is understood he has been
interpreted as he intended to be interpreted. The abilities of the
speaker that go beyond what is required of an interpreter—
invention and motor control—do not concern me here.

Nothing said so far limits first meaning to language; what
has been characterised is (roughly) Grice’s non-natural meaning,
which applies to any sign or signal with an intended inter-
pretation. What should be added if we want to restrict first
meaning to linguistic meaning? The usual answer would, I think,
be that in the case of language the hearer shares a complex
system or theory with the speaker, a system which makes
possible the articulation of logical relations between utterances,
and explains the ability to interpret novel utterances in an
organised way.

This answer has been suggested, in one form or another, by
many philosophers and linguists, and I assume it must in some
sense be right. The difficulty lies in getting clear about what this
sense is. The particular difficulty with which I am concerned in
this paper (for there are plenty of others) can be brought out by
stating three plausible principles concerning first meaning in
language: we may label them by saying they require that first
meaning be systematic, shared, and prepared.

(1) First meaning is systematic. A competent speaker or inter-
preter is able to interpret utterances, his own or those of others,
on the basis of the semantic properties of the parts, or words, in
the utterance, and the structure of the utterance. For this to be
possible, there must be systematic relations between the meanings
of utterances.

(2) First meanings are shared. For speaker and interpreter to
communicate successfully and regularly, they must share a
method of interpretation of the sort described in (1).

(3) First meanings are governed by learned conventions or
regularities. The systematic knowledge or competence of the
speaker or interpreter is learned in advance of occasions of
interpretation and is conventional in character.

Probably no one doubts that there are difficulties with these
conditions. Ambiguity is an example: often the ‘same’ word has
more than one semantic role, and so the interpretation of utter-
ances in which it occurs is not uniquely fixed by the features of
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the interpreter’s competence so far mentioned. Yet, though the
verbal and other features of the context of utterance often
determine a correct interpretation, it is not easy or perhaps even
possible to specify clear rules for disambiguation. There are many
more questions about what is required of the competent inter-
preter. It does not seem plausible that there is a strict rule fixing
the occasions on which we should attach significance to the
order in which conjoined sentences appear in a conjunction: the
difference between ‘They got married and had a child’ and ‘They
had a child and got married’. Interpreters certainly can make
these distinctions. But part of the burden of this paper is that
much that they can do ought not to count as part of their basic
linguistic competence. The contrast in what is meant or implied by
the use of ‘but’ instead of ‘and’ seems to me another matter, since
no amount of common sense unaccompanied by linguistic lore
would enable an interpreter to figure it out.

Paul Grice has done more than anyone else to bring these
problems to our attention and to help sort them out. In particular,
he has shown why it is essential to distinguish between the literal
meaning (perhaps what I am calling first meaning) of words and
what is often implied (or implicated) by someone who uses those
words. He has explored the general principles behind our ability
to figure out such implicatures, and these principles must, of
course, be known to speakers who expect to be taken up on them.
Whether knowledge of these principles ought to be included in the
description of linguistic competence may not have to be settled:
on the one hand they are things a clever person could often figure
out without previous training or exposure and they are things we
could get along without. On the other hand they represent a kind
of skill we expect of an interpreter and without which commun-
ication would be greatly impoverished.

I dip into these matters only to distinguish them from the
problem raised by malapropisms and the like. The problems
touched on in the last two paragraphs all concern the ability to
interpret words and constructions of the kind covered by our
conditions (1)—(3); the questions have been what is required for
such interpretation, and to what extent various competencies
should be considered linguistic. Malapropisms introduce expres-
sions not covered by prior learning, or familiar expressions
which cannot be interpreted by any of the abilities so far discussed.
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Malapropisms fall into a different category, one that may include
such things as our ability to perceive a well-formed sentence when
the actual utterance was incomplete or grammatically garbled, our
ability to interpret words we have never heard before, to correct
slips of the tongue, or to cope with new idiolects. These phenomena
threaten standard descriptions of linguistic competence (including
descriptions for which I am responsible).

How should we understand or modify (1)—<(3) to accommodate
malapropisms? Principle (1) requires a competent interpreter to
be prepared to interpret utterances of sentences he or she has
never heard uttered before. This is possible because the interpreter
can learn the semantic role of each of a finite number of words
or phrases and can learn the semantic consequences of a finite
number of modes of composition. This is enough to account for
the ability to interpret utterances of novel sentences. And since
the modes of composition can be iterated, there is no clear upper
limit to the number of sentences utterances of which can be
interpreted. The interpreter thus has a system for interpreting
what he hears or says. You might think of this system as a machine
which, when fed an arbitrary utterance (and certain parameters
provided by the circumstances of the utterance), produces an
interpretation. One model for such a machine is a theory of truth,
more or less along the lines of a Tarski truth definition. It provides
a recursive characterisation of the truth conditions of all possible
utterances of the speaker, and it does this through an analysis
of utterances in terms of sentences made up from the finite
vocabulary and the finite stock of modes of composition. I have
frequently argued that command of such a theory would
suffice for interpretation.® Here however there is no reason to be
concerned with the details of the theory that can adequately
model the ability of an interpreter. All that matters in the
present discussion is that the theory has a finite base and is
recursive, and these are features on which most philosophers and
linguists agree.

To say that an explicit theory for interpreting a speaker is a
model of the interpreter’s linguistic competence is not to suggest
that the interpreter knows any such theory. It is possible, of

4 See the essays on radical interpretation in my Inquiries into Truth and Inter-
pretation, Oxford University Press, 1984.
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course, that most interpreters could be brought to acknowledge
that they know some of the axioms of a theory of truth; for
example, that a conjunction is true if and only if each of the
conjuncts is true. And perhaps they also know theorems of
the form ‘An utterance of the sentence “There is life on Mars” is
true if and only if there is life on Mars at the time of the utterance.’
On the other hand, no one now has explicit knowledge of a fully
satisfactory theory for interpreting the speakers of any natural
language.

In any case, claims about what would constitute a satisfactory
theory are not, as I said, claims about the propositional know-
ledge of an interpreter, nor are they claims about the details of the
inner workings of some part of the brain. They are rather claims
about what must be said to give a satisfactory description of the
competence of the interpreter. We cannot describe what an
interpreter can do except by appeal to a recursive theory of a
certain sort. It does not add anything to this thesis to say that if
the theory does correctly describe the competence of an inter-
preter, some mechanism in the interpreter must correspond to the
theory.

Principle (2) says that for communication to succeed, a system-
atic method of interpretation must be shared. (I shall henceforth
assume there is no harm in calling such a method a theory, as if
the interpreter were using the theory we use to describe his
competence.) The sharing comes to this: the interpreter uses his
theory to understand the speaker; the speaker uses the same (or an
equivalent) theory to guide his speech. For the speaker, it is
a theory about how the interpreter will interpret him. Obviously
this principle does not demand that speaker and interpreter speak
the same language. It is an enormous convenience that many
people speak in similar ways, and therefore can be interpreted in
more or less the same way. But in principle communication does
not demand that any two people speak the same language. What
must be shared is the interpreter’s and the speaker’s under-
standing of the speaker’s words.

For reasons that will emerge, I do not think that principles
(1) and (2) are incompatible with the existence of malapropisms;
it is only when they are combined with principle (3) that there is
trouble. Before discussing principle (3) directly, however, I want
to introduce an apparent diversion.
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The perplexing issue that I want to discuss can be separated off
from some related matters by considering a distinction made by
Keith Donnellan, and something he said in its defence. Donnellan
famously distinguished between two uses of definite descriptions.
The referential use is illustrated as follows: Jones says ‘Smith’s
murderer is insane’, meaning that a certain man, whom he (Jones)
takes to have murdered Smith, is insane. Donnellan says that even
if the man that Jones believes to have murdered Smith did not
murder Smith, Jones has referred to the man he had in mind; and
if that man is insane, Jones has said something true. The same
sentence may be used attributively by someone who wants to
assert that the murderer of Smith, whoever he may be, is insane.
In this case, the speaker does not say something true if no one
murdered Smith, nor has the speaker referred to anyone.

In reply, Alfred MacKay objected that Donnellan shared
Humpty Dumpty’s theory of meaning: ‘“When I use a word”,
Humpty Dumpty said, ... “it means just what I choose it to
mean.””’ In the conversation that went before, he had used the
word ‘glory’ to mean ‘a nice knockdown argument’. Donnellan,
in answer, explains that intentions are connected with expecta-
tions and that you cannot intend to accomplish something by
a certain means unless you believe or expect that the means will,
or at least could, lead to the desired outcome. A speaker cannot,
therefore, intend to mean something by what he says unless
he believes his audience will interpret his words as he intends
(the Gricean circle). Donnellan says,

If I were to end this reply to MacKay with the sentence ‘“There’s glory for
you’ I would be guilty of arrogance and, no doubt, of overestimating
the strength of what I have said, but given the background I do not think
I could be accused of saying something unintelligible. I would be under-
stood, and would I not have meant by ‘glory’ ‘a nice knockdown
argument’?

I like this reply, and I accept Donnellan’s original distinction
between two uses of descriptions (there are many more than two).
But apparently I disagree with some view of Donnellan’s, because
unlike him I see almost no connection between the answer to

5 Keith Donnellan, ‘Putting Humpty Dumpty Together Again’, The Philosophical
Review, 77 (1968), p. 213. Alfred MacKay’s article, “Mr Donnellan and Humpty
Dumpty on Referring’, appeared in the same issue of The Philosophical Review,
pp. 197-202.
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MacKay’s objection and the remarks on reference. The reason
is this. MacKay says you cannot change what words mean (and
so their reference if that is relevant) merely by intending to;
the answer is that this is true, but you can change the meaning
provided you believe (and perhaps are justified in believing) that
the interpreter has adequate clues for the new interpretation. You
may deliberately provide those clues, as Donnellan did for his
final “There’s glory for you’.

The trouble is that Donnellan’s original distinction had
nothing to do with words changing their meaning or reference.
If, in the referential use, Jones refers to someone who did not
murder Smith by using the description ‘Smith’s murderer’, the
reference is none the less achieved by way of the normal meanings
of the words. The words therefore must have their usual reference.
All that is needed, if we are to accept this way of describing the
situation, is a firm sense of the difference between what words
mean or refer to and what speakers mean or refer to. Jones may
have referred to someone else by using words that referred to
Smith’s murderer; this is something he may have done in ignor-
ance or deliberately. Similarly for Donnellan’s claim that Jones
has said something true when he says ‘Smith’s murderer is insane’,
provided the man he believes (erroneously) to have murdered
Smith is insane. Jones has said something true by using a sentence
that is false. This is done intentionally all the time, for example in
irony or metaphor. A coherent theory could not allow that under
the circumstances Jones’ sentence was true; nor would Jones think
so if he knew the facts. Jones’ belief about who murdered Smith
cannot change the truth of the sentence he uses (and for the same
reason cannot change the reference of the words in the sentence).

Humpty Dumpty is out of it. He cannot mean what he says he
means because he knows that ‘“There’s glory for you’ cannot be
interpreted by Alice as meaning ‘There’s a nice knockdown
argument for you’. We know he knows this because Alice says
‘I don’t know what you mean by “glory”’, and Humpty Dumpty
retorts, ‘Of course you don’t—til I tell you’. It is Mrs Malaprop
and Donnellan who interest me; Mrs Malaprop because she gets
away with it without even trying or knowing, and Donnellan
because he gets away with it on purpose.

Here is what I mean by ‘getting away with it’: the interpreter
comes to the occasion of utterance armed with a theory that tells
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him (or so he believes) what an arbitrary utterance of the speaker
means. The speaker then says something with the intention that it
will be interpreted in a certain way, and the expectation that it will
be so interpreted. In fact this way is not provided for by the
interpreter’s theory. But the speaker is nevertheless understood;
the interpreter adjusts his theory so that it yields the speaker’s
intended interpretation. The speaker has ‘gotten away with it’.
The speaker may or may not (Donnellan, Mrs Malaprop) know
that he has got away with anything; the interpreter may or may
not know that the speaker intended to get away with anything.
What is common to the cases is that the speaker expects to be, and
is, interpreted as the speaker intended although the interpreter did
not have a correct theory in advance.

We do not need bizarre anecdotes or wonderlands to make the
point. We all get away with it all the time; understanding the speech
of others depends on it. Take proper names. In small, isolated groups
everyone may know the names everyone else knows, and so have
ready in advance of a speech encounter a theory that will, without
correction, cope with the names to be employed. But even this
semantic paradise will be destroyed by each new nickname, visitor,
or birth. If a taboo bans a name, a speaker’s theory is wrong until he
learns of this fact; similarly if an outrigger canoe is christened.

There is not, so far as I can see, any theory of names that gets
around the problem. If some definite description gives the
meaning of a name, an interpreter still must somehow add to his
theory the fact that the name new to him is to be matched with the
appropriate description. If understanding a name is to give some
weight to an adequate number of descriptions true of the object
named, it is even more evident that adding a name to one’s way of
interpreting a speaker depends on no rule clearly stated in
advance. The various theories that discover an essential demon-
strative element in names do provide at least a partial rule for
adding new names. But the addition is still an addition to the
method of interpretation—what we may think of as the inter-
preter’s view of the current language of the speaker. Finding a
demonstrative element in names, or for that matter in mass nouns
or words for natural kinds, does not reduce these words to pure
demonstratives; that is why a new word in any of these categories
requires a change in the interpreter’s theory, and therefore a
change in our description of his understanding of the speaker.
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Mrs Malaprop and Donnellan make the case general. There is
no word or construction that cannot be converted to a new use by
an ingenious or ignorant speaker. And such conversion, while
easier to explain because it involves mere substitution, is not the
only kind. Sheer invention is equally possible, and we can be as
good at interpreting it (say in Joyce or Lewis Carroll) as we are at
interpreting the errors or twists of substitution. From the point
of view of an ultimate explanation of how new concepts are
acquired, learning to interpret a word that expresses a concept
we do not already have is a far deeper and more interesting
phenomenon than explaining the ability to use a word new to us
for an old concept. But both require a change in one’s way of
interpreting the speech of another, or in speaking to someone who
has the use of the word.

The contrast between acquiring a new concept or meaning
along with a new word and merely acquiring a new word for
an old concept would be salient if I were concerned with the
infinitely difficult problem of how a first language is learned.
By comparison, my problem is simple. I want to know how
people who already have a language (whatever exactly that
means) manage to apply their skill or knowledge to actual cases
of interpretation. All the things I assume an interpreter knows
or can do depend on his having a mature set of concepts, and
being at home with the business of linguistic communication.
My problem is to describe what is involved in the idea of ‘having
a language’ or of being at home with the business of linguistic
communication.

Here is a highly simplified and idealised proposal about what
goes on. An interpreter has, at any moment of a speech trans-
action, what I persist in calling a theory. (I call it a theory, as
remarked before, only because a description of the interpreter’s
competence requires a recursive account.) I assume that the
interpreter’s theory has been adjusted to the evidence so far
available to him: knowledge of the character, dress, role, sex, of
the speaker, and whatever else has been gained by observing the
speaker’s behaviour, linguistic or otherwise. As the speaker
speaks his piece the interpreter alters his theory, entering
hypotheses about new names, altering the interpretation of
familiar predicates, and revising past interpretations of particular
utterances in the light of new evidence.

A Nice Derangement of Epitaphs 101

Some of what goes on may be described as improving the
method of interpretation as the evidential base enlarges. But
much is not like that. When Donnellan ends his reply to MacKay
by saying ‘There’s glory for you’, not only he, but his words, are
correctly interpreted as meaning ‘There’s a nice knockdown
argument for you’. That’s how he intends us to interpret his
words, and we know this, since we have, and he knows we have,
and we know he knows we have (etc.), the background needed to
provide the interpretation. But up to a certain point (before
MacKay came on the scene) this interpretation of an earlier
utterance by Donnellan of the same words would have been
wrong. To put this differently: the theory we actually use to
interpret an utterance is geared to the occasion. We may decide
later we could have done better by the occasion, but this does not
mean (necessarily) that we now have a better theory for the next
occasion. The reason for this is, as we have seen, perfectly
obvious: a speaker may provide us with information relevant to
interpreting an utterance in the course of making the utterance.

Let us look at the process from the speaker’s side. The speaker
wants to be understood, so he intends to speak in such a way that
he will be interpreted in a certain way. In order to judge how he
will be interpreted, he forms, or uses, a picture of the interpreter’s
readiness to interpret along certain lines. Central to this picture is
what the speaker believes is the starting theory of interpretation
the interpreter has for him. The speaker does not necessarily
speak in such a way as to prompt the interpreter to apply this
prior theory; he may deliberately dispose the interpreter to modify
his prior theory. But the speaker’s view of the interpreter’s prior
theory is not irrelevant to what he says, nor to what he means by
his words; it is an important part of what he has to go on if he
wants to be understood.

I have distinguished what I have been calling the prior theory
from what I shall henceforth call the passing theory. For the
hearer, the prior theory expresses how he is prepared in advance to
interpret an utterance of the speaker, while the passing theory is
how he does interpret the utterance. For the speaker, the prior
theory is what he believes the interpreter’s prior theory to be, while
his passing theory is the theory he intends the interpreter to use.

I am now in a position to state a problem that arises if we
accept the distinction between the prior and the passing theory
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and also accept the account of linguistic competence given by
principles (1)~(2). According to that account, each interpreter
(and this includes speakers, since speakers must be interpreters)
comes to a successful linguistic exchange prepared with a ‘theory’
which constitutes his basic linguistic competence, and which he
shares with those with whom he communicates. Because each
party has such a shared theory and knows that others share his
theory, and knows that others know he knows (etc.), some would
say that the knowledge or abilities that constitute the theory may
be called conventions.

[ think that the distinction between the prior and the passing
theory, if taken seriously, undermines this commonly accepted
account of linguistic competence and communication. Here is
why. What must be shared for communication to succeed is the
passing theory. For the passing theory is the one the interpreter
actually uses to interpret an utterance, and it is the theory the
speaker intends the interpreter to use. Only if these coincide is
understanding complete. (Of course, there are degrees of success
in communication; much may be right although something is
wrong. This matter of degree is irrelevant to my argument.)

The passing theory is where, accident aside, agreement is
greatest. As speaker and interpreter talk, their prior theories
become more alike; so do their passing theories. The asymptote of
agreement and understanding is when passing theories coincide.
But the passing theory cannot in general correspond to an
interpreter’s linguistic competence. Not only does it have its
changing list of proper names and gerrymandered vocabulary,
but it includes every successful—i.e. correctly interpreted—use of
any other word or phrase, no matter how far out of the ordinary.
Every deviation from ordinary usage, as long as it is agreed on for
the moment (knowingly deviant, or not, on one, or both, sides),
is in the passing theory as a feature of what the words mean on
that occasion. Such meanings, transient though they may be, are
literal; they are what I have called first meanings. A passing theory
is not a theory of what anyone (except perhaps a philosopher)
would call an actual natural language. ‘Mastery’ of such a
language would be useless, since knowing a passing theory is only
knowing how to interpret a particular utterance on a particular
occasion. Nor could such a language, if we want to call it that,
be said to have been learned, or to be governed by conventions.
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Of course things previously learned were essential to arriving at
the passing theory, but what was learned could not have been the
passing theory.

Why should a passing theory be called a theory at all? For the
sort of theory we have in mind is, in its formal structure, suited to
be the theory for an entire language, even though its expected field
of application is vanishingly small. The answer is that when a
word or phrase temporarily or locally takes over the role of some
other word or phrase (as treated in a prior theory, perhaps), the
entire burden of that role, with all its implications for logical
relations to other words, phrases, and sentences, must be carried
along by the passing theory. Someone who grasps the fact that
Mrs Malaprop means ‘epithet’ when she says ‘epitaph’ must give
‘epithet’ all the powers ‘epitaph’ has for many other people. Only
a full recursive theory can do justice to these powers. These
remarks do not depend on supposing Mrs Malaprop will always
make this ‘mistake’; once is enough to summon up a passing
theory assigning a new role to ‘epitaph’.

An interpreter’s prior theory has a better chance of describing
what we might think of as a natural language, particularly a prior
theory brought to a first conversation. The less we know about the
speaker, assuming we know he belongs to our language com-
munity, the more nearly our prior theory will simply be the theory
we expect someone who hears our unguarded speech to use. If we
ask for a cup of coffee, direct a taxi driver, or order a crate of
lemons, we may know so little about our intended interpreter that
we can do no better than to assume that he will interpret our
speech along what we take to be standard lines. But all this is
relative. In fact we always have the interpreter in mind; there is no
such thing as how we expect, in the abstract, to be interpreted.
We inhibit our higher vocabulary, or encourage it, depending
on the most general considerations, and we cannot fail to have
premonitions as to which of the proper names we know are apt to
be correctly understood.

In any case, my point is this: most of the time prior theories will
not be shared, and there is no reason why they should be.
Certainly it is not a condition of successful communication that
prior theories be shared: consider the malaprop from ignorance.
Mrs Malaprop’s theory, prior and passing, is that ‘A nice
derangement of epitaphs’ means a nice arrangement of epithets.
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An interpreter who, as we say, knows English, but does not know
the verbal habits of Mrs Malaprop, has a prior theory according
to which ‘A nice derangement of epitaphs’ means a nice derange-
ment of epitaphs; but his passing theory agrees with that of
Mrs Malaprop if he understands her words.

It is quite clear that in general the prior theory is neither shared
by speaker and interpreter nor is it what we would normally call a
language. For the prior theory has in it all the features special
to the idiolect of the speaker that the interpreter is in a position
to take into account before the utterance begins. One way to
appreciate the difference between the prior theory and our
ordinary idea of a person’s language is to reflect on the fact that an
interpreter must be expected to have quite different prior theories
for different speakers—not as different, usually, as his passing
theories; but these are matters that depend on how well the
interpreter knows his speaker.

Neither the prior theory nor the passing theory describes what
we would call the language a person knows, and neither theory
characterises a speaker’s or interpreter’s linguistic competence.
Is there any theory that would do better?

Perhaps it will be said that what is essential to the mastery of a
language is not knowledge of any particular vocabulary, or even
detailed grammar, much less knowledge of what any speaker is
apt to succeed in making his words and sentences mean. What is
essential is a basic framework of categories and rules, a sense of
the way English (or any) grammars may be constructed, plus
a skeleton list of interpreted words for fitting into the basic
framework. If I put all this vaguely, it is only because I want to
consider a large number of actual or possible proposals in one fell
swoop; for I think they all fail to resolve our problem. They fail
for the same reasons the more complete and specific prior theories
fail: none of them satisfies the demand for a description of an
ability that speaker and interpreter share and that is adequate to
interpretation.

First, any general framework, whether conceived as a grammar
for English, or a rule for accepting grammars, or a basic grammar
plus rules for modifying or extending it—any such general frame-
work, by virtue of the features that make it general, will by itself be
insufficient for interpreting particular utterances. The general
framework or theory, whatever it is, may be a key ingredient in
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what is needed for interpretation, but it can’t be all that is needed
since it fails to provide the interpretation of particular words and
sentences as uttered by a particular speaker. In this respect it is like
a prior theory, only worse because it is less complete.

Second, the framework theory must be expected to be different
for different speakers. The more general and abstract it is, the
more difference there can be without it mattering to commun-
ication. The theoretical possibility of such divergence is obvious;
but once one tries to imagine a framework rich enough to serve its
purpose, it is clear that such differences must also be actual. It is
impossible to give examples, of course, until it is decided what to
count in the framework: a sufficiently explicit framework could be
discredited by a single malapropism. There is some evidence of a
more impressive sort that internal grammars do differ among
speakers of ‘the same language’. James McCawley reports that
recent work by Haber shows

... that there is appreciable variation as to what rules of plural forma-
tion different speakers have, the variation being manifested in such
things as the handling of novel words that an investigator has presented
his subjects with, in the context of a task that will force them to use the
word in the plural...Haber suggests that her subjects, rather than
having a uniformly applicable process of plural formation, each have a
‘core’ system, which covers a wide range of cases, but not necessarily
everything, plus strategies . . . for handling cases that are not covered by
the ‘core’ system . . . Haber’s data suggest that speakers of what are to the
minutest details ‘the same dialect’ often have acquired grammars that
differ in far more respects than their speech differs in.®

I have been trying to throw doubt on how clear the idea of
‘speaking the same dialect’ is, but here we may assume that it at
least implies the frequent sharing of passing theories.

Bringing in grammars, theories, or frameworks more general
than, and prior to, prior theories just emphasises the problem
I originally presented in terms of the contrast between prior
theories and passing theories. Stated more broadly now, the
problem is this: what interpreter and speaker share, to the extent
that communication succeeds, is not learned and so is not a

6 James McCawley, ‘Some Ideas Not to Live By’, Die Neuern Sprachen, 75 (1976),
p. 157. These results are disputed by those who believe the relevant underlying rules
and structures are prewired. My point obviously does not depend on the example,
or the level at which deviations are empirically possible.
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language governed by rules or conventions known to speaker and
interpreter in advance; but what the speaker and interpreter know
in advance is not (necessarily) shared, and so is not a language
governed by shared rules or conventions. What is shared is, as
before, the passing theory; what is given in advance is the prior
theory, or anything on which it may in turn be based.

What I have been leaving out of account up to now is what
Haber calls a ‘strategy’, which is a nice word for the mysterious
process by which a speaker or hearer uses what he knows in
advance plus present data to produce a passing theory. What two
people need, if they are to understand one another through speech,
is the ability to converge on passing theories from utterance to
utterance. Their starting points, however far back we want to take
them, will usually be very different—as different as the ways in
which they acquired their linguistic skills. So also, then, will the
strategies and strategems that bring about convergence differ.

Perhaps we can give content to the idea of two people ‘having
the same language’ by saying that they tend to converge on
passing theories; degree or relative frequency of convergence
would then be a measure of similarity of language. What use can
we find, however, for the concept of a language? We could hold
that any theory on which a speaker and interpreter converge is a
language; but then there would be a new language for every
unexpected turn in the conversation, and languages could not be
learned and no one would want to master most of them.

We just made a sort of sense of the idea of two people ‘having
the same language’, though we could not explain what a language
is. It is easy to see that the idea of ‘knowing’ a language will be in
the same trouble, as will the project of characterising the abilities
or capacities a person must have if he commands a language.
But we might try to say in what a person’s ability to interpret or
speak to another person consists: it is the ability that permits him
to construct a correct, that is, convergent, passing theory for
speech transactions with that person. Again, the concept allows of
degrees of application.

This characterisation of linguistic ability is so nearly circular
that it cannot be wrong: it comes to saying that the ability to
communicate by speech consists in the ability to make oneself
understood, and to understand. It is only when we look at the
structure of this ability that we realise how far we have drifted
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from standard ideas of language mastery. For we have discovered
no learnable common core of consistent behaviour, no shared
grammar or rules, no portable interpreting machine set to grind
out the meaning of an arbitrary utterance. We may say that lin-
guistic ability is the ability to converge on a passing theory from
time to time—this is what I have suggested, and I have no better
proposal. But if we do say this, then we should realise that we have
abandoned not only the ordinary notion of a language, but we
have erased the boundary between knowing a language and
knowing our way around in the world generally. For there are no
rules for arriving at passing theories, no rules in any strict sense,
as opposed to rough maxims and methodological generalities.
A passing theory really is like a theory at least in this, that it is
derived by wit, luck, and wisdom from a private vocabulary and
grammar, knowledge of the ways people get their point across,
and rules of thumb for figuring out what deviations from the
dictionary are most likely. There is no more chance of regularising,
or teaching, this process than there is of regularising or teaching
the process of creating new theories to cope with new data in any
field—for that is what this process involves.

The problem we have been grappling with depends on the
assumption that communication by speech requires that speaker
and interpreter have learned or somehow acquired a common
method or theory of interpretation—as being able to operate on
the basis of shared conventions, rules, or regularities. The pro-
blem arose when we realised that no method or theory fills this
bill. The solution to the problem is clear. In linguistic commun-
ication nothing corresponds to a linguistic competence as often
described: that is, as summarised by principles (1}~(3). The
solution is to give up the principles. Principles (1) and (2) survive
when understood in rather unusual ways, but principle (3) cannot
stand, and it is unclear what can take its place. I conclude that
there is no such thing as a language, not if a language is anything
like what many philosophers and linguists have supposed. There
is therefore no such thing to be learned, mastered, or born with.
We must give up the idea of a clearly defined shared structure
which language-users acquire and then apply to cases. And we
should try again to say how convention in any important sense is
involved in language; or, as I think, we should give up the attempt
to illuminate how we communicate by appeal to conventions.



8 The Social Aspect of Language

1

Which is conceptually primary, the idiolect or the language? If the
former, the apparent absence of a social norm makes it hard to
account for success in communication; if the latter, the danger is
that the norm has no clear relation to practice. Michael Dummett
thinks that by promoting the primacy of the idiolect I run afoul
of Wittgenstein’s ban on private languages; in my view Dummett,
by making language primary, has misplaced the essential social
element in linguistic behavior. In this paper I want to try to sort
out and clarify the issues involved.

“There is no such a thing as a language”, I wrote in a piece
called A Nice Derangement of Epitaphs." This is the sort of remark
for which one can expect to be pilloried, and Michael did not
spare me. I must think, he teases, that when Bretons, Catalans,
Basques and Kurds declare that language is the soul of their
culture, or dictators attempt to suppress minority languages, that
Bretons, Catalans, Basques, Kurds and dictators are all suffering
from the illusion that there are such things as languages to cherish
or suppress. Michael realizes, of course, that what I actually said
was, “There is no such a thing as a language, not if a language
is anything like what many philosophers and linguists have

! See Donald Davidson, ‘A Nice Derangement of Epitaphs’, in R. Grandy and
R. Warner (eds.), Philosophical Grounds of Rationality, Oxford University Press, 1986.
Reprinted in E. Lepore (ed.), Truth and Interpretation, Blackwell, 1986. [Also Ch. 7
above.] (Page numbers will be to this reprinting.)
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supposed.” But he won’t let me get away with this, for he contends
that I have offered no alternative account of what a language is.?
This is a little unfair; I did delineate with some care the concept of
a language to which I object. If I were right in saying no actual
language is like that, it would not invalidate my argument, even
if I offered no alternative view. So when Michael says “The
occurrence of the phenomena that interest Davidson is incon-
trovertible: but how can an investigation of them lead to the
conclusion that there is no such a thing as a language?” I can only
agree; it can’t lead to this conclusion. But it does lead to the
conclusion that there is no such thing as what some philosophers
(including me) have called a language.

In fact, I also did offer an alternative; of that, more later. But
first, let’s look at the concept of a language I opposed. It was this:
in learning a language, a person acquires the ability to operate in
accord with a precise and specifiable set of syntactic and semantic
rules; verbal communication depends on speaker and bearer
sharing such an ability, and it requires no more than this. I argued
that sharing such a previously mastered ability was neither
necessary nor sufficient for successful linguistic communication.
I held (and hold) that the linguistic skills people typically bring
to conversational occasions can and do differ considerably, but
mutual understanding is achieved through the exercise of ima-
gination, appeal to general knowledge of the world, and awareness
of human interests and attitudes. Of course I did not deny that in
practice people usually depend on a supply of words and syntactic
devices which they have learned to employ in similar ways. What I
denied was that such sharing is sufficient to explain our actual
communicative achievements, and more important, I denied that
even such limited sharing is necessary.

It is clear that there are two theses here which must be kept
separate. The first thesis is that there is a Platonic concept of a
language which is neither instantiated in practice nor (therefore)
what we normally mean by the word ‘language’. The second is
that neither the usual concept nor the philosophical concept is
very important in understanding what is essential to verbal com-
munication. The ultimate persuasiveness, if not the correctness,

2 See Michael Dummett, ‘A Nice Derangement of Epitaphs: Some Comments on
Davidson and Hacking’, in Lepore (ed.), Truth and Interpretation.
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of this second claim depends on presenting an alternative account
of what is essential to verbal communication.

Now let me try to clarify, still in a preliminary way, where I
think Michael and I agree and where we don’t. With respect to the
first thesis, that there is no rigid set of rules to which those who
share a language must conform, I think we have no serious
argument; [ have the impression that Michael holds, as I do, that
actual linguistic practice is only loosely related to any fully and
precisely specified language, with phonetics, semantics, and syn-
tax made explicit. What [ say about proper names in this regard,
for example, is close to what Michael says;” he accepts that there is
a good deal of flexibility in what we count as two people speaking
the same language and he realizes that in understanding others
we must sometimes draw on more than our previously mastered
linguistic skills. Our differences here are matters of degree and
emphasis. Nor do I think my failure to produce an alternative
account of language is really what bothers Michael. I am happy to
say speakers share a language if and only if they tend to use the
same words to mean the same thing, and once this idea is properly
tidied up it is only a short, uninteresting step to defining the
predicate ‘is a language’ in a way that corresponds, as nearly as
may be, with ordinary usage. What bothers Michael is not my
failure to take this step (somewhere I do take it), but my failure to
appreciate that the concept of a speaker meaning something by
what he says depends on the notion of a shared language and
not the other way around. My mistake, in his eyes, is that I take
defining a language as the philosophically rather unimportant
task of grouping idiolects, whereas he thinks I have no non-
circular way of characterizing idiolects. I shall come to this crux
presently; but first [ want to try to remove, or defuse, some
differences that seem to me to be mainly verbal.

Michael chides me for extending the usual use of the word
‘interpret’ and its cognates to those ordinary situations in which
we understand others without conscious effort or reflection, and
he hints that this reveals an underlying error or confusion on my
part. I do not think I have ever conflated the (empirical) question
how we actually go about understanding a speaker with the

3 See Michael Dummett, The Interpretation of Frege's Philosophy, Duckworth,
1981, pp. 189fT.
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(philosophical) question what is necessary and sufficient for such
understanding. I have focused on the latter question, not because
I think it brings us close to the psychology of language learning
and use, but because I think it brings out the philosophically
important aspects of communication while the former tempts us
to speculate about arcane empirical matters that neither philo-
sophers nor psychologists know much about. So let me say (not for
the first time): I do not think we normally understand what others
say by consciously reflecting on the question what they mean, by
appealing to some theory of interpretation, or by summoning up
what we take to be the relevant evidence. We do it, much of the
time, effortlessly, even automatically. We can do this because we
have learned to talk pretty much as others do, and this explains
why we generally understand without effort much that they say.

It is significant, though, that Michael tries to saddle me with
the extremely restricted meaning given the word ‘interpretation’
by the translators of Wittgenstein. According to this meaning, an
interpretation of a word or expression is always another word, or
expression. This is quite definitely, and I should have thought
clearly, not the meaning 1 have in mind, though confusion is
possible. If I ask how someone interpreted an utterance of the
sentence ‘Snow is white’, and am told that she interpreted it as
meaning that snow is white (or as being true if and only if snow is
white), my question was not, as the answer shows, what other
words the hearer might have substituted for the sentence “Snow is
white.” I am asking how the person understood the utterance of
those words. Of course I must use words to say how she under-
stood those words, since I must use words to say anything, but my
words are not offered as the interpretation; they merely help
describe it. The confusion results from conflating the use of words
(to describe, in this case a mental act or state), and the mention of
those words (to specify the words that constitute an interpreta-
tion). [ agree with Michael that “one who...understands a
sentence need not be able to say how he understands it. He does
not have to be able to say it even to himself. ...”*

It would obviously have been absurd of me to have claimed, as
Dummett implies I have claimed, that whenever we understand
a speaker we translate his words into our own. Translation is no

4 See Dummett, ‘A Nice Derangement’, p. 464.
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part of the transaction between speaker and hearer that I call
interpretation. Where translation of a sort may be involved is in
the description the philosopher gives in his language of what the
hearer makes of the speaker’s utterances.

There is, I think, a related confusion about my use of the word

‘theory’. I do, in A Nice Derangement of Epitaphs and elsewhere,
allow myself to speak of the theory a hearer has when he under-
stands a speaker. But like Humpty Dumpty after he has told Alice
what he means by “There’s glory for you”, I explained first that
this was a mere fagon de parler; here is what I said:
To say that an explicit theory for interpreting a speaker is a model of the
interpreter’s linguistic competence is not to suggest that the interpreter
knows any such theory. It is possible, of course, that most interpreters
could be brought to acknowledge that they know some of the axioms of a
theory of truth; for example, that a conjunction is true if and only if each
of the conjuncts is true...In any case, claims about what would con-
stitute a satisfactory theory are not...claims about the propositional
knowledge of an interpreter. .. They are rather claims about what must
be said to give a satisfactory description of the competence of the
interpreter. We cannot describe what an interpreter can do except by
appeal to a recursive theory. ..

So Dummett is agreeing with me when he says, “We shall
go astray...if we make a literal equation of the mastery of a
practice with the possession of theoretical knowledge of what the
practice is”.° You will notice that I do not speak of implicit
knowledge here or elsewhere: the point is not that speaker or
hearer has a theory, but that they speak and understand in accord
with a theory—a theory that is needed only when we want to
describe their abilities and performance.

On a further important issue Michael and I again see eye to eye:
we both insist that verbal behavior is necessarily social. In my
view, and I think in his, this is not just a matter of how we use the
word ‘language’: there couldn’t be anything like a language
without more than one person. Perhaps we even agree on the
underlying reason, namely Wittgenstein’s, that without a social
environment nothing could count as misapplying words in
speech. Where we part company is in how we think the social
environment makes its essential contribution.

% See Davidson, ‘A Nice Derangement’, p. 438 [p. 95-6 above].
6 See Dummett, ‘A Nice Derangement’, p. 476.
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Hilary Putnam has made much of ‘the linguistic division of
labor’, and Michael has made clear that he too thinks the phe-
nomenon is an important example of the way human commun-
ication depends on the society in which it is embedded.” I do not
doubt the existence of the phenomenon, or even its importance.
But what does it show? Like Dummett, I don’t think it shows, as
Putnam insists, that “meanings ain’t in the head”; for we can take
it to be part of the meaning of an expression that its reference is to
be determined by expert opinion. This would demonstrate that a
speaker must believe there are experts, but not that there must be.
So for the words ‘elm’ and ‘beech’ to pick out the appropriate trees
there would have to be experts, but we cannot conclude that the
meaningful use of these words demands a social setting. Dummett
makes a similar point against Kripke’s causal theory of names.
More significantly from my point of view, it is obvious that the
linguistic division of labor is a device that can come into play only
after the basic linguistic skills that tie words directly to things
are already in place. So no matter how universal the linguistic
division of labor is in practice, it cannot constitute the essential
social element in language. We could get along without it.

Dummett writes “Davidson would like us to believe that our
whole understanding of another’s speech is effected without our
having to know anything” and in support of this attribution he
quotes me as saying “there is no such thing as a language to be
learned or mastered”. Of course even if there were no such thing
to be learned it wouldn’t follow that we could understand speech
without knowing anything; we would have to know much more.
And it is in fact a major contention of my paper that we do know,
and use, much more, even in grasping just the literal meanings of a
speaker’s words, than our mastery of any fixed set of rules would
allow us to grasp. But this is not the central misunderstanding; it
springs once more from the fact that Dummett does not want to
notice that what [ said was that there is no such thing as what
some philosophers have described as a language to be learned. We
all do learn languages (in the ordinary, vague sense of language
Dummett and I and everyone else have in mind). As a practical
matter one can’t make too much of this. I did my best to sketch

7 See ibid., p. 475, and Michael Dummett, ‘The Social Character of Meaning’, in
Truth and other Enigmas, Harvard University Press, 1980, pp. 424 fT.
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how I think this works. However, my interest at this point was not
to describe actual practice, but to decide what is necessary to
linguistic communication. And here I thought I saw (and see)
clear reasons to doubt that language, if language is taken to imply
shared ways of speaking, is essential. The same doubts apply to
the notion of following a rule, engaging in a practice, or con-
forming to conventions, if these are taken to imply such sharing.
(Please note the proviso.)

What is the source of these doubts? Well, starting at the small
end, there is the simple fact that almost no two people share all
words. Even during a conversation, each is apt to use words the
other did not know before the conversation began, and so cannot
belong to a practice the speakers shared in detail; here I think
particularly of names and of words new to the vocabulary of one
or the other speaker. Then there are malapropisms which are
nevertheless understood, slips of the tongue, and all the ‘errors’,
as we think of them, that we would not normally commit our-
selves (perhaps), but that as hearers we take in our stride: “The
plane will be landing momentarily”, “The phenomena is ... The
data is. .. The octopi are. .. ” These are often part of the practice
of one speaker but not of another, but communication does not
suffer, though affection or admiration may wither. We have no
trouble following the conversation of the child who says “He
wented to the store” and who generally forms the past tense
according to a rule which is not part of ‘the language’. Actual
cases grow rarer as they grow more extreme, but more extreme
cases certainly exist. People who speak dialects of what we call the
same language may not at first be able to make anything of what
the other says; after they learn to understand each other, each
may continue to speak in his own way, just as I have learned to
answer letters in German, Spanish, and French in English.
Someone with a unique and serious speech defect may be
understood by those around him.

Now to make a leap. There seems to me to be no reason, in
theory at least, why speakers who understand each other ever
need to speak, or to have spoken, as anyone else speaks, much less
as each other speaks. Of course, the concept of ‘same’ (asin ‘speak in
the same way’, or ‘speak the same language’) that we are depending
on so heavily is already that philosophically teasing notion of
similarity. I assume that two speakers couldn’t understand each



116 Language

other if each couldn’t (pretty well) say in his way what the other
says in his. If we employ the translation manual relating the two
ways of speaking to define what we mean by speaking in the same
way, we can after all salvage something of the claim that com-
munication requires a shared practice. But this is not what anyone
would call sharing a language, nor what anyone has meant by a
common practice or a shared set of rules or conventions. It is a
question how Dummett might specify in a non-circular way how
speakers of ‘the same language’ must resemble one another. As
Warren Goldfarb emphasizes (in discussing Kripke’s ‘sceptical’
solution to Wittgenstein’s problem), ‘any problem we find in rule
following will arise even with respect to what counts as the same’,
and he quotes Wittgenstein,®

If you have to have an intuition in order to develop the series
1,2,3,4....then you must also have one to develop the series
2,22, . ..(Philosophical Investigations §214)

I can think of three strategies for dealing with my doubts: one can
claim that I have ignored the fact that speakers of a language
are responsible to a social norm even if they do not hold to it;
one can concede that communication without shared practices
may be theoretically possible, but argue that this is pointless
speculation given that it never occurs in a pure form and probably
couldn’t; and, finally, it may be urged that no alternative answer
to Wittgenstein’s query has been offered, the query being: what
is the difference between using words correctly and merely
thinking that one is using them correctly? I will take up these three
responses in turn.
According to Dummett,9

Figures of speech and other deliberately non-standard uses apart, a
speaker holds himself responsible to the accepted meanings of words and
expressions in the language or dialect he purports to be speaking; his
willingness to withdraw or correct what he has said when made aware of
a mistake about the meaning of the word in the common language
therefore distinguishes erroneous uses from intentionally deviant ones.

Of course it is easy to agree that people speak as they think
others do except when they don’t. And if dialects can be divided as

8 See Warren Goldfarb, ‘Kripke and Wittgenstein on Rules’, The Journal of Philo-
sophy, 82 (1985), 471-88, p. 485. 9 See Dummett, ‘A Nice Derangement’, p. 462.
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finely as need be, I can have no objections to much of the spirit of
Michael’s claim. The blacks in Brooklyn don’t want to speak as
whites do, and some individuals (James Joyce), though they want
to be understood, don’t want to talk as anyone else does. But the
crux is the idea of obligation to the norm constituted by the
‘accepted’ meanings of words, for it is in omitting this idea that I
have apparently left out something essential to characterizing the
kind of meaning involved in verbal communication. I don’t see
how. Suppose someone learns to talk as others do, but feels no
obligation whatever to do so. For this speaker obligation doesn’t
enter into it. We ask why she talks as others do. “I don’t do it
because I think 1 should”, she replies, “I just do talk that way.
I don’t think I have an obligation to walk upright, it just comes
naturally.” If what she says is true, would she not be speaking a
language, or would she cease to be intelligible? In other words,
what magic ingredient does holding oneself responsible to the
usual way of speaking add to the usual way of speaking?
Perhaps the answer will be that the sense of obligation only
reveals itself when one is made aware of a mistake about the
meaning of a word in the common language, and one willingly
corrects oneself. Of course if one thinks she is wrong about what a
word means to others, she will change her mind, just as she would
about anything else; will and obligation have nothing to do with
it. So it must be the public gesture that counts. And no doubt most
of us make such gestures willingly under appropriate circum-
stances. My wife is embarrassed because I have in my vocabulary
the word (non-word?) ‘as-cer’tainable’. I'm embarrassed, too, to
Jearn that my word is not part of the English language. I'll try,
probably unsuccessfully, to change my ways. But why? Well,
I don’t want people to think I don’t know that others say
‘as-cer-tain’able’ where I say ‘as-cer’tain-able’. Who wants to label
himself as ignorant? I'm too old to be embarrassed much by not
being able to spell, and it amuses my students; but Id spell things
right if I could. These pressures are social and they are very real.
They do not, however, as far as I can divine, have anything to do
with meaning or communication. Using a word in a nonstandard
way out of ignorance may be a faux pas in the same way that using
the wrong fork at a dinner party is, and it has as little to do with
communication as using the wrong fork has to do with nourishing
oneself, given that the word is understood and the fork works.
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Of course, I don’t mean that there is no reason why we are
taught, and why we learn, to speak more or less as others around
us do. Nothing could be more obvious: we want to be understood
and others have an interest in understanding us; ease of com-
munication is vastly promoted by such sharing. Most of us do not
have the time or ability to learn very many different languages. In
the case of our children, or certain poets and writers, we must or
do make exceptions, but in general our tolerance of strongly
deviant idiolects is limited by clear practical considerations. None
of this creates a free-standing obligation, however. Any obliga-
tion we owe to conformity is contingent on the desire to be
understood. If we can make ourselves understood while deviating
from the social norm, any further obligation has nothing to do
with meaning or successful communication. As Aristotle says,
“It would be absurd to wish good for wine; if one wishes it at all, it
is that the wine may keep, so that we may have it for ourselves.”'”
It is absurd to be obligated to a language; so far as the point of
language is concerned, our only obligation, if that is the word, is
to speak in such a way as to accomplish our purpose by being
understood as we expect and intend. It is an accident, though
a likely one, if this requires that we speak as others in our
community do.

“In employing words of the English language”, writes
Dummett, “we have to be held responsible to their socially accepted
use, on pain of failing to communicate.”'' But if the threat of
failure to communicate is the reason for conforming, respons-
ibility is irrelevant: Michael might less tendentiously have written,
“If we want to communicate, we should use words in their socially
accepted way”. The residual problem with this is that it is false in
all those cases when we will be better understood if we deviate
from the ‘socially accepted’ use. If we want to be understood, all
we need to worry about is how our actual audience will take our
words. The correct advice is Lord Chesterfield’s: “Speak the
language of the company you are in; and speak it purely, and
unlarded with any other.” What, after all, is the point of speaking
in accord with ‘accepted usage’ to a company that we know will
understand us only if we depart from accepted usage? I don’t say

10 Gee Aristotle, Nicomachean Ethics, 1155 B 29-31.
! See Dummett, ‘Social Character of Meaning’, p. 429.
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there couldn’t be a point in doing this, but what would it have to
do with communication?

Now to address the contention that it is pointless to speculate
on the remote possibility of there being speakers who, though
they express themselves in distinct idiolects, understand one
another. I have agreed that the possibility is in practice restricted
to special cases, and I have stressed both the obvious utility of the
large degrees of overlap in verbal performance we find in groups
that live and talk together, and the inevitability that conformity
will be learned and encouraged. The theoretical possibility of
communication without shared practices remains philosophically
important because it shows that such sharing cannot be an
essential constituent in meaning and communication. If I am
right, then important claims by Tyler Burge, Saul Kripke, and
perhaps Wittgenstein and Dummett must be false, for certainly
the first two have insisted that speaking in the ‘socially accepted’
way is essential to verbal communication, and if this is not
Dummett’s view it is obscure what argument he thinks he has
with me. I’d better leave Wittgenstein out of this; I'll just say
Kripkenstein. It also seems to me important to emphasize that
much successful communing goes on that does not depend on
previously learned common practices, for recognizing this helps
us appreciate the extent to which understanding, even of the literal
meaning of a speaker’s utterances, depends on shared general
information and familiarity with non-linguistic institutions (a ‘way
of life’).

I now turn to the third challenge the idiolect must face. The
challenge is to draw the distinction Wittgenstein has made
central to the study of meaning, the distinction between using
words correctly and merely thinking one is using them correctly,
without appeal to the test of common usage. This is the hardest,
and the most important, challenge, and I agree with Michael if
he believes the challenge can be met only by appeal to a social
setting.'?

What is needed is a norm, something that provides a speaker
with a way of telling (not necessarily always) that he has gone
wrong, a norm the failure to satisfy which he or she will count

12 1 am not impressed with the self-testing procedures suggested, ¢.g., by Simon
Backburn, nor with David Pears’ similar claim.
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as having gone wrong. (There is a further condition on a satis-
factory description of the norm that I shall come to later.)
Speaking in accord with socially accepted usage is such a norm,
but one which, I have argued, is irrelevant to communication
unless the audience of the speaker happens to speak as he does,
in which case the norm is relevant not because it is a shared
practice or convention, but because conforming to it results in
understanding. My proposal takes off from this observation:
what matters, the point of language or speech or whatever you
want to call it, is communication, getting across to someone
else what you have in mind by means of words that they interpret
(understand) as you want them to. Speech has endless other
purposes, but none underlies this one: it is not an ultimate or
universal purpose of speech to say what one thinks is true, nor to
speak as one thinks others do.

The intention to be taken to mean what one wants to be taken
to mean is, it seems to me, so clearly the only aim that is common
to all verbal behavior that it is hard for me to see how anyone
can deny it. But I can easily understand why this observation can
seem too true to be interesting, given that it assumes the notion of
meaning. Still, if it is true, it is important, for it provides a purpose
which any speaker must have in speaking, and thus constitutes a
norm against which speakers and others can measure the success
of verbal behavior.

Success in communicating propositional contents—not just
accidental or sporadic success, but more or less reliable success,
achieved by employing devices capable of a wide range of
expression—such success is what we need to understand before
we ask about the nature of meaning or of language, for the con-
cepts of a language or of meaning, like those of a sentence or a
name or of reference or of truth, are concepts we can grasp and
employ only when the communication of propositional contents
is established. Meaning, in the special sense in which we are
interested when we talk of what an utterance literally means, gets
its life from those situations in which someone intends (or
assumes or expects) that his words will be understood in a certain
way, and they are. In such cases we can say without hesitation:
how he intended to be understood, and was understood, is what
he, and his words, literally meant on that occasion. There are
many other interpretations we give to the notion of (literal,
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verbal) meaning, but the rest are parasitic on this.'* Thus for me
the concept of ‘the meaning’ of a word or sentence gives way to
the concepts of how a speaker intends his words to be understood,
and of how a hearer understands them. Where understanding
matches intent we can, if we please, speak of ‘the’ meaning; but
it is understanding that gives life to meaning, not the other way
around.

This explains why I am not impressed by Michael’s or Burge’s
or Putnam’s insistence that words may have a meaning of which
both speaker and hearer are ignorant. 1 don’t doubt that we
sometimes say this, and it’s fairly clear what we have in mind:
speaker and hearer are ignorant of what would be found in some
dictionary, or of how people with a better or different education
or a higher income use the words. This is still meaning based on
successful communication, but it imports into the theory of
meaning an elitist norm by implying that people not in the right
social swim don’t really know what they mean.

What should we say of the many cases in which a speaker
expects, or hopes, to be understood in a certain way but isn’t?
[ can’t see that it matters. If we bear in mind that the notion of
meaning is a theoretical concept which can’t explain commun-
ication but depends on it, we can harmlessly relate it to successful
communication in whatever ways we find convenient. So, if
a speaker reasonably believes he will be interpreted in a certain
way, and speaks with the intention of being so understood,
we may choose to say he means what (in the primary sense) he
would have meant if he had been understood as he expected and
intended. Reasonable belief is itself such a flexible concept that we
may want to add that there must be people who would understand
the speaker as he intends, and the speaker reasonably believes

13 This formulation of the notion of meaning is not, it should be clear, Gricean, for
where the present formulation rests on the (at this point unanalysed) concept of
understanding, Grice aimed at defining linguistic meaning, as well as non-natural
meaning generally, in terms of intentions that do not involve meaning at all. The
Gricean element in my formulation is the dependence of meaning on intention.

14 In ‘the normal’ case, Dummett writes, “speaker and hearer treat words as having
the meanings they do in the language . . . The view I am urging against Davidson is an
adaptation of Alice’s picture, according to which words have meanings in themselves,
independently of speakers.” Not independently of all speakers, he adds, since the
meanings do depend on a social practice. So he must mean independently of whether
the speaker or his audience happen to know what the social practice is on a particular
occasion. See Dummett, ‘A Nice Derangement’, pp. 472-3.
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he is speaking to such a person. Further refinements suggest
themselves. But the point remains; the concept of meaning would
have no application if there were not endless cases of successful
communication, and any further use we give to the notion of
meaning depends on the existence of such cases. These remarks
should make plain why Dummett’s accusation, that I endorse a
variety of Humpty Dumpty’s theory that meaning depends only
on intention, does not find its target.

Michael objects to making understanding depend on the
intentions of a speaker, especially intentions that depend on
beliefs about how an audience will interpret his utterances. He
says that in the ‘normal’ case speaker and hearer “treat the words
as having the meanings they do in the language. Their so treating
them does not consist in their having any beliefs about the other
person.” What they are going on'’

are their beliefs (if they can be called beliefs) about what the words mean,
not about what the other takes or intends them to mean . . . No speaker
needs to form any express intention, or to hold any particular theory
about his audience, or, indeed, about the language, in order to mean by a
word what it means in the language.

I agree that the speaker does not usually ‘form an express
intention’, and he does not ‘hold a theory’, but I do say that even
when a speaker is speaking in accord with a socially acceptable
theory he speaks with the intention of being understood in a
certain way, and this intention depends on his beliefs about his
audience, in particular how he believes or assumes they will
understand him. It may be that once again Michael and I are using
words in somewhat different ways, in this case the words ‘intention’
and “belief’. I think someone acts intentionally when there is an
answer to the question what his reasons in acting were, and one can
often tell what an agent’s reasons were by asking whether he would
have acted as he did if he had not had those reasons. I don’t think of
consciously rehearsed beliefs or deliberately reasoned intentions
as the only beliefs and intentions we have. Suppose I put one footin
front of the other in the course of walking to the kitchen to get
myself a drink. I give the motion of my foot no thought whatever, I
don’t ask if it is an appropriate means for achieving my purpose.

15 See Ibid., pp. 472 fT.
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I am just walking as I habitually do. But if I were to decide I didn’t
want the drink after all, or that the door I was approaching was
locked, I wouldn’t take that step. I had reasons for taking the step,
and would not take it without the reasons. Similarly, it seems to me
obvious that I would not speak the words I do if I thought they
would not be understood. In speaking, I intend to accomplish
something, perhaps to warn someone of a bear trap he is about to
fall into, and I intend to accomplish this through his understanding
of my words. I may take for granted how he will understand my
words, but taking for granted is a form of belief. If I didn’t think he
would understand me I would say something else, or warn himina
non-verbal way.

2

When misunderstandings are cleared away, what remains in this
apparent dispute? We end up with me claiming that neither the
ordinary, nor a certain philosophic, concept of a language is basic
to the understanding of verbal communication; Michael thinks at
least the former, and probably the latter, is basic. In the papers on
which I have been concentrating, Michael avails himself of a
notion of meaning that he does not explain, while I avail myself of
a concept of understanding I don’t explain. Neither here nor
elsewhere, so far as I know, has Michael given an argument to
show that a shared way of speaking, a practice or convention, is
essential to meaning something by what one says. We know there
is an argument, however, and it is possible that Michael has it in
mind: it is that only a shared practice can supply an answer to
Wittgenstein’s question what distinguishes following a rule from
merely thinking one is following a rule. I accept the fundamental
importance of the question: an adequate account of meaning
must provide a test of what it is to go on in the same way, that is,
to continue to speak as one has previously spoken. At this point
a crucial gap opens between my claims and Michael’s: he has
available an argument that purports to show that a shared
practice is required in order to answer Wittgenstein’s question,
while I have only contended that a common practice isn’t neces-
sary for communication if each speaker goes on more or less as
before. I have given no answer to the question what it is to go on
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as before. As a corollary, neither have I given any reason to think
meaning is an essentially social phenomenon.

Here I will try briefly to summarize how I have tried to answer
these questions. Agreeing with Dummett and Kripke, and perhaps
with Wittgenstein, I hold that the answer to the question what it is
to go on as before demands reference to social interaction. Where I
disagree is on how this demand can be met.

Suppose that each time I point to my nose you say ‘nose’. Then
you have it right; you have gone on as before. Why do your verbal
reactions count as ‘the same’, i.e., relevantly similar? Well, I count
them as relevantly similar; I find the stimulus in each case the
same, and the response the same. You must also, in some pri-
mitive sense, find my pointings similar; the evidence for this is
your similar responses. But there is nothing in the offing to let you
tell whether or not your reactions are relevantly similar. No
matter what the stimuli, your similar reactions will indicate that
you found something similar in the situations; and apparently
dissimilar responses to the same stimulus can equally be taken to
show that you took the stimulus to be different, or that for you
this is a similar response. As Wittgenstein says, by yourself you
can’t tell the difference between the situations seeming the same
and being the same. (Wittgenstein, many commentators hold,
thought this point applies only when the stimulus is private;
I think it holds for all cases.)'® If you and I can each correlate
the other’s responses with the occurrence of a shared stimulus,
however, an entirely new element is introduced. Once the correla-
tion is established it provides each of us with a ground for dis-
tinguishing the cases in which it fails. Failed natural inductions
can now be taken as revealing a difference between getting it right
and getting it wrong, going on as before, or deviating, having a
grasp of the concepts of truth and falsity. A grasp of the concept
of truth, of the distinction between thinking something is so and
its being so, depends on the norm that can be provided only
by interpersonal communication; and of course interpersonal
communication, and, indeed, the possession of any propositional
attitude, depends on a grasp of the concept of objective truth.

16 1 have argued this in ‘Communication and Convention’, in Inguiries into Truth
and Interpretation, Oxford University Press, 1984, and in a number of subsequent
articles.
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Those who insist that shared practices are essential to meaning
are half right: there must be an interacting group for meaning—
even propositional thought, I would say-—to emerge. Interaction
of the needed sort demands that each individual perceives others
as reacting to the shared environment much as he does; only then
can teaching take place and appropriate expectations be aroused,
It follows that meaning something requires that by and large one
follows a practice of one’s own, a practice that can be understood
by others. But there is no fundamental reason why practices must
be shared.
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9 Seeing Through Language

We see the world through language; but how should we understand
this metaphor? Is language a medium that simply reproduces for
the mind, or accurately records, what is out there? Or is it so dense
there is no telling what the world is really like? Perhaps language is
somewhere in between, a translucent material, so that the world
bears the tint and focus of the particular language we speak.

All these attitudes have, or have had, their apostles, but none of
them seems to me more than half right, and none captures what
is most important about language. Language is certainly a con-
venient human skill which we use in coping with one another in
our common terrestrial setting. Without it we would not think of
things, as we do. But it does not follow, of course, that we never
perceive how the world really is, as Kant thought, nor that every
view is necessarily distorted, as Bergson and many others have
held. There might be an argument for this view if it were possible,
in principle at least, to isolate some unconceptualized given which
could be shaped by the mind, for then it might make sense to
imagine a multitude of structures within which the given could be
shaped. Without the idea of such a given, however, it is hard to
divine what it is that wants shaping, and few of us now are taken
by the idea of an unprocessed given.

Do we understand what we mean by a real alternative to our
conceptual scheme? If a scheme could be decoded by us, then it
would not, by this very token, be all that different from ours
except, it might be, in ease of description here or there. If we could
explain, or describe, in a convincing way, how an alternative
scheme deviates from ours, it would again be captured in
our system of concepts. This is not to deny that some people
have conceptual resources not available to everyone. Biologists,
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aeronautical engineers, solid state physicists, musicologists,
cartographers, molecular biologists, selenographers, and psycho-
analysts all command vocabularies and theories many of us do
not. In our more restricted way, we common types also have our
specialties: our own list of proper names, with their uniquely
contextualized references, our private endearments and verbal
twists, our own mispronunciations and malapropisms. And there
is no denying that some dialects reveal sexist, nationalist or racist
features, while all human languages are rife with barely concealed
anthropomorphism. These are, if we like to say so, differences or
provincialisms in our conceptual schemes. But they are variants
or features we can explain to one another, or could, given enough
time, adequate attention, and sufficient intelligence on both sides.
Not everyone can grasp the concepts of quantum mechanics—
I can’t—but the language of relativistic quantum physics doesn’t
constitute a different conceptual scheme. It’s just a suburb,
though an exclusive one, of the universal scheme which assumes
an ontology of ordinary macroscopic objects with their ordinary
properties.

The trouble with the idea of genuinely incommensurable
languages and conceptual schemes is not that we couldn’t
understand them, but that the criteria for what would constitute a
scheme incommensurable with ours are simply unclear. Perhaps
we think we can imagine a culture where creatures communicate
in ways we are permanently disabled from penetrating. But
speculating on this possibility hardly advances the case until
we decide on our criteria for communication. Fluent exchange
of information, purposeful interaction? But how are these mani-
fested? The only ends we recognize are the same as, or analogous
to, our own. Information as we know and conceive it has a pro-
positional content geared to situations, objects, and events we can
describe in our homespun terms. Of course it happens in exotic
settings that we recognize that we are witness to intelligible con-
versation, though grasping nothing that is said. It also is possible
that the parling parties have agreed (in a language we could learn)
to use an apparently unbreakable code. What these folk say has
a translation we could understand, but we can’t discover it for
ourselves. But in such situations we have good grounds for
believing that what we do not grasp we could learn to decipher:
the parties look to be people like ourselves, and we are justified in
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thinking we descry known purposes and activities. These cases
pose no problem for the anti-conceptual relativist; there is a ser-
ious problem only where no translation is possible. It is this
supposed case of genuinely incommensurable languages where I
sense unintelligibility in the supposition.

Perhaps we don’t really understand the concept of radically
different ways of thinking and talking. Still, doesn’t it make sense to
hold that our actual languages mold our perception of the world to
such an extent that what we take in is always distorted? What is
obvious is that our language is rich in facilities that match our
interests, and lacks the means for easily expressing what is ortho-
gonal to those interests. Our basic vocabularies trace out the vectors
which point in the directions in which we naturally generalize; apart
from discussing why this is so, we have no interest in emeroses
and the classes of things that are gred, bleen, or grue. These are
concepts at least expressible in terms to be found in our growing
dictionaries—in fact, if ‘grue’ is not already there, I'm sure it soon
will be. But there are endless classes for which we have no term,
no matter how complex. Is this distortion? If it is, it is not language
that is responsible. Of course, language reflects our native interests
and our historically accumulated needs and values, our built-in
and learned inductive dispositions. But this fact hardly supports the
claim that language seriously distorts or shapes our understanding
of the world; the influence, such as it is, goes the other way. The
most we are entitled to say is that as individuals we happily inherit
culturally evolved categories we personally did little to devise. In this
case, language does not distort; rather, society gives us a leg up on
coping with the environment it partly constitutes.

What we should resist is the claim that it is truth that is bent or
distorted by language. My language may (or may not) have
something to do with my, or society’s, interest in the question
whether the clearing of tropical forests is speeding the destruction
of the ozone layer, but language has nothing to do with the truth
of the matter. Plenty of concepts are vague, but putting grey areas
and ambiguity aside, most of our declarative utterances are sim-
ply true or false, not true then but false now, not true for me and
false for an inhabitant of the Tuamotu Atolls, not partly false and
partly true. Our languages do not distort the truth about the
world, though of course they allow us to deceive ourselves and
others, according to predilection.
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I started out by describing three possible poses that have been
struck with respect to the role of language in our thinking about
the world. One was that language is opaque, hiding the real thing
from us. I rejected this view. A second was that language is a
translucent medium, leaving its own character written on every-
thing in its domain. This seemed trivially true at best, an exag-
geration of the simple and natural fact that language reflects our
interests and our needs. There remains the idea that language is
transparent, a medium that can accurately represent the facts.

Alas, we know that this too is an idea with no cash value.
Nouns, names, and predicates may refer to, or be true of, one or
more things, but they cannot, by themselves, represent facts or
states of affairs. Only sentences can do this, and no one has dis-
covered a way of individuating facts or states of affairs in a way
that would help to explain which fact a given sentence represents.
If, in saying that language represents facts, we mean no more than
that we can use sentences to describe objects and events, no harm
is done. This is, after all, just a fancy version of the platitude that
some sentences are true and some false. But we deceive ourselves
when we talk of linguistic utterances representing reality (or any-
thing else) unless we can usefully specify the entities represented.

Is anything now left of the metaphor with which we began, the
figure that has language as something through which we view the
world? No: as a metaphor it is seriously misleading. Language is
not a medium through which we see; it does not mediate between
us and the world. We should banish the idea that language is
epistemically something like sense data, something that embodies
what we can take in, butis itself only a token, or representative, of
what is out there. Language does not mirror or represent reality,
any more than our senses present us with no more than appear-
ances. Presentations and representations as mere proxies or pic-
tures will always leave us one step short of what knowledge seeks;
skepticism about the power of language to capture what is real is
old-fashioned skepticism of the senses given a linguistic twist.

We do not see the world through language any more than we
see the world through our eyes. We don’t look through our eyes,
but with them. We don’t feel things through our fingers or hear
things through our ears. Well, there is a sense in which we do
see things through—that is, by dint of having—eyes. We do cope
through having language. There is a non-metaphorical point to
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my title. There is a valid analogy between having eyes and ears,
and having language: all three are organs with which we come into
direct contact with our environment. They are not intermediaries,
screens, media, or windows.

Perhaps we are influenced by the idea that a language,
especially when its name is spelled with a capital, as in “English’,
‘Croat’, ‘Latvian’, ‘Inuit’, or ‘Galician’, is some sort of public
entity to one or more of which each of us subscribes, like the
telephone service, and which therefore really is extraneous to us in
a way our sense organs are not. We forget there is no such thing
as a language apart from the sounds and marks people make,
and the habits and expectations that go with them. ‘Sharing a
language’ with someone else consists in understanding what they
say, and talking pretty much the way they do. There is no addi-
tional entity we possess in common any more than there is an ear
we share when I lend you an ear.

Of course there are differences between being able to converse
with others, and being able to see. We develop sight early and
without social prompting; the conditions for acquiring a language
are more complex, and mastery develops later. But it does develop
amazingly fast once things get going. The phonemes of our
mother’s tongue seem to have a start in utero,' but sentences
emerge only after a year or two. By three years, most children
glibly generate sentences, and have the basic grammar of their
environment right. The average six-year-old commands about
13,000 words, and a good high school student may know 120,000.
The window for learning all this is brief; after eight or so, prac-
tically no one can learn to speak a new language (first or second)
like a native. There seems little reason to doubt that we are
genetically programmed in fairly specific ways to speak as we do;
every group and society has a language, and all languages are
apparently constrained by the same arbitrary rules. Tribes we
consider primitive have languages as complex and complete as
those of developed cultures.

We tend to think speech is radically different from the senses
partly because there is no external organ devoted just to it, and
partly because of the diversity of languages. But these differences

! John L. Locke, The Child’s Path to Spoken Language (Cambridge, Mass.:
Harvard University Press, 1993).
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are superficial. Speech, like the sense organs, has its specialized
location in the brain; as a result, brain damage can cause loss of
the ability to use language without destroying general intelligence.
And, more significantly, all languages apparently share structural
rules despite the surface variety. The evidence for this is partly the
discovery of universal constraints on grammars. There is also the
astonishing fact that children, brought up hearing nothing but
pidgin, which is a highly simplified invention of adults who have
been thrown together and lack a common language, those chil-
dren do what adults cannot; they soon elaborate the pidgin into a
creole as developed and complicated as French or Turkish.

These bits of information come from various sources, some of
them influenced by Noam Chomsky, but particularly from Steven
Pinker’s recent book, The Language Instinct, which brings them
persuasively together. Pinker concludes that ‘Language is not
a cultural artifact that we learn the way we learn to tell time. ..
Instead, it is a distinct piece of the biological makeup of our
brains’.> My opening metaphor seems to chime with Pinker’s
remark, ‘When we are comprehending sentences, the stream
of words is transparent, we see through to the meaning...
automatically’.’ No wonder that, following Chomsky, he calls
language a ‘mental organ’.*

What, though, does all this have to do with the relation
between language and thought? According to Pinker, Fodor, and
a number of others, the extraordinary ease with which language
develops, added to the apparent existence of linguistic universals,
shows that what is innate—that is, genetically programmed—is
an internal language, the which they call the language of thought,
or mentalese. According to the theory, this inner language is not
learned, but emerges as part of our genetic heritage, and it is prior
to any spoken language. The salient point is that the existence of
mentalese does not depend on the development of language, but
vice versa. Thus, given the universal grammar that is wired in, ‘the
connectedness of words. ..reflects the relatedness of ideas in
mentalese’. This solves the ‘problem of taking an interconnected
web of thoughts in the mind and encoding them as a string of

; Steven Pinker, The Language Instinct (New York: HarperCollins, 1995), 18.
Ibid. p. 21.
4 Noam Chomsky, Rules and Representations (New York: Columbia University
Press, 1980), 138-9; Pinker, Language Instinct, p. 307.
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words ... For the child, the unknown language is English
(or Japanese. . . or Arabic); the known one is mentalese’.” In this
last quoted passage, Pinker is comparing the child to Quine’s
radical translator, with the difference that for Pinker the child
doesn’t need to work things out; the child simply knows right off
what idea in mentalese is represented by the words he hears.
Pinker has no doubt about the priority of mentalese. Do we think
in English or Cherokee or some other language, he asks, ‘[O}r are
our thoughts couched in some silent medium of the brain—
a language of thought, or “mentalese”—and merely clothed
in words whenever we need to communicate them to a listener?".°
He votes for the silent medium. The arguments are various: we
often know what we think but can’t find the words; we sometimes
recognize that what we said was not what we meant; it is a silly
myth that conceptual schemes can differ widely; there is the
universal grammar; and there is the surprising rapidity with which
we master our native tongue.

This general view is now accepted by many linguists and
cognitive scientists, but it seems to me the arguments for it are
flawed and the conclusions confused. It is no more philosophic-
ally significant that major aspects of language ability are wired in
than that color and brightness contrasts are carried to the brain
by the optic nerve rather than processed by some higher cognitive
machinery. It is worth emphasizing that language aptitude is part
of our natural equipment, and not a tool we contrived for coping
with problems of understanding, calculation, and communica-
tion. I like the analogy with the sense organs, and therefore the
implication that language is not something that comes between
us and reality; it can’t come between, since it is part of us. But
postulating a language of thought spoils what is attractive about
this picture; if the language of thought is what is part of us, then
our spoken language is an intermediary between thought and
what thought is about, and what is genetically engineered does
threaten to hide or distort the world in much the way Kant
thought the architecture of the mind does.

The arguments for the existence of a language of thought prior
to, or independent of, a socially engendered language, are feeble.
The fact that we sometimes cannot find words for what we want to

5 Pinker, Language Instinct, pp. 101, 102, 278. ¢ Ibid. p. 56.
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say has simpler explanations than the postulation of a preexisting
internal but wordless message striving to find its translation into
a spoken idiom. It is enough to suppose we sometimes cannot
access words or phrases we already know, or even that, already
having a language, we are able to think of new things that need
saying. The idea of inborn constraints on syntax, for which
Chomsky has argued so vigorously, is, as he has shown, supported
by impressive empirical evidence. There may remain, for some of
us, a question to what extent these constraints are an artifact of
our means of describing alien languages in our own; but the
evidence is convincing that this is by no means all there is to it.
Not only do we come into the world equipped for language
acquisition, but we know something about the constraints on
what comes naturally. What conclusions can we draw about real
languages, or thought? What is needed in the way of genetically
engineered linguistic aptitude to explain the relative ease of
language acquisition and the similarities in actual spoken languages
has little, if anything, to do with the contents of our thoughts
or utterances. What we are born with, or what emerge in the
normal course of early childhood, are constraints on syntax,
not semantics. There is no reason to suppose that ideas, concepts,
or meanings are innate if this is taken to mean anything more than
that people have come to have languages and thoughts that reflect
the needs and interests of human animals. Nor is it surprising,
given our common heritage, that our thoughts and utterances are
mutually intelligible—up to a point, of course, since success in
interpretation is always a matter of degree. This is not to say that
constraints on syntax may not generate structural constraints on
semantics; though it is not easy to think how, in detail, the
argument would go. In any case, my contention is not that what
we think and say is not constrained by our genes; it is the weaker
claim that we are not born with anything like a contentful
language. Evolution has made us more or less fit for our envir-
onment, but evolution could not endow us with concepts. Nature
decided what concepts would come naturally, of course; but this is
not to say the mind knew in advance what nature would be like.

Something more should be said about the ‘argument from the
poverty of the stimulus’, the argument that much of what we come
to know about the language we speak must be inborn because we
acquire an accurate (though mostly unconscious) knowledge of
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the grammar, vocabulary, and even semantics of our mother
tongue on the basis of such sparse evidence. I have already
expressed my doubts about semantics, at least if semantics has to
do with reference and truth. But recent research also throws
doubt on the idea that prelinguistic infants lack the general ability
to learn very rapidly and accurately from limited and incomplete
input. Experiments reveal that eight-month-old children learn to
segment speech into words on the basis of nothing but statistical
relationships between adjacent sounds, and they do this after only
two minutes, ‘suggesting that infants have access to a powerful
mechanism for the computation of statistical properties of the
language input’.” In other words, not that much has to be wired
in; learning has an important role to play in entry into the realm of
speech and thought.

These are important matters of degree. What matters, for
present purposes, is that once in place, language is not an ordinary
learned skill; it is, or has become, a mode of perception. However,
speech is not just one more organ; it is essential to the other senses
if they are to yield propositional knowledge. Language is the
organ of propositional perception. Seeing sights and hearing
sounds does not require thought with propositional content;
perceiving how things are does, and this ability develops along
with language. Perception, once we have propositional thought, is
direct and unmediated in the sense that there are no epistemic
intermediaries on which perceptual beliefs are based, nothing that
underpins our knowledge of the world.® Of course, our sense
organs are part of the causal chain from world to perceptual
belief. But not all causes are reasons: the activation of our retinas
does not constitute evidence that we see a dog, nor do the vibra-
tions of the little hairs in the inner ear provide reasons to think the
dog is barking. ‘I saw it with my own eyes’ is a legitimate reason
for believing there was an elephant in the supermarket. But this
reports no more than that something I saw caused me to believe
there was an elephant in the supermarket. Sometimes we have
sensations, and we may, on occasion, refer to them as reasons for

7 Jenny R. Saffran, Richard N. Aslin, and Elissa L. Newport, ‘Statistical Learning
by 8-Month-Old Infants’, Science, 274 (13 December 1996): pp. 1926-8.

# Donald Davidson, ‘A Coherence Theory of Truthand Knowledge’, in D. Henrich
(ed.), Kant oder Hegel (Stuttgart: Klett-Cotta, 1983).
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beliefs. But sensations, or their wispy messengers—percepts, sense,
data, the like—do not constitute reasons, though the belief that we
heard a noise, or witnessed a fiery streak in the sky, may be a
reason, when coupled with appropriate subsequent information,
for thinking we heard an explosion or a saw a plane crash.

There is a simple explanation for the fact that sensations,
percepts, and sense data cannot provide epistemic support for
beliefs: reasons have to be geared conceptually to what they are
reasons for. The relation of epistemic support requires that both
relata have propositional content, and entities like sensations
and sense data have no propositional content. Much of modern
philosophy has been devoted to trying to arbitrate between an
imagined unconceptualized given and what is needed to support
belief. We now see that this project has no chance of success.
The truth is, nothing can supply a reason for a belief except
another (or many another) belief.”

Perceptual beliefs are formed at first spontaneously. They are
simply caused by what goes on that we can see, hear, touch, taste,
and smell. We have no control over the onset of such beliefs,
except as we can move our bodies to put ourselves in the way of
reception. Control sets in once a belief is caused; another look can
correct the first impression, a moment’s reflection can cancel the
idea that we are seeing a long dead friend. What we see can wipe
out what we thought we heard. Comparing observations is what
we credit scientists with, but we all do it all the time, though
perhaps not as systematically or methodically as scientists do.
In the end, it is perceptions we have to go on, but on the basis of
perceptions we build theories against which we evaluate further
perceptions. I take for granted that the perceptual beliefs
we cannot help forming, however tentatively, are themselves
heavily conditioned by what we remember, by what we just a
moment ago perceived, and by the relevant theories we have come
to accept to one degree or another. Beyond the skin there is
mindless causality, but what gets bombarded is a thinking animal
with a thoroughly conditioned apparatus. There is no simple
relation between the stimulus and the resulting thought.

% This is a view I argued for in ibid. 50. John McDowell, in his recent John Locke
Lectures, accepts the claim that reasons must have propositional content, but rejects
the idea that only beliefs can be reasons for beliefs: John McDowell, Mind and World
(Cambridge, Mass.: Harvard University Press, 1994).
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Given the mostly inscrutable complexity of this relation,
why should our empirical beliefs, even the perceptual ones, be
trustworthy? If the only rational grounds for a belief are other
beliefs, what role can nature play in determining the contents of
beliefs? The question is akin to the question about language. It is
one thing to insist that language, like perception, is unmediated,
but this insistence makes it seem impossible to account for the
contents of our observation sentences, just as it seems impossible
to account for the contents of our perceptual beliefs. The two
problems are obviously intertwined, for what accounts for the
contents of thoughts must also constitute at least part of the
explanation of why observation sentences have the contents they
do. What makes these problems pressing is the question how
beliefs, if epistemically supported by nothing more than other
beliefs, can independently, or as a collection, be connected with
the world.

One place to begin is by asking how the sentences directly tied
to perception get their content. We may call these perceptual
sentences. There is no reason to think all perceptual sentences are
simple, or that they are the same for everyone. Not necessarily
simple, since some of us learn to know directly, just by looking at
the glass, that stormy weather is ahead; or we hear certain sounds
and know someone has said that the tide is up; or we look in the
cloud chamber and remark that we have seen an electron. In these
cases we can give reasons for the beliefs we formed so directly;
we can explain why what we saw begot the belief it did. And not
the same for everyone. Some people don’t perceive that stormy
weather is ahead because they haven’t learned to read a baro-
meter. Each of us has a unique repertoire of people recognized at
a glance.

Perceptual sentences have an empirical content given by the
situations which stir us to accept or reject them, and the same goes
for the beliefs expressed by those sentences. But what reason is
there to suppose this content is appropriate? Even someone with a
going language into which a new sentence can be fitted can learn
to affirm a sentence in situations in which it is true without
understanding it. Someone with no understanding of physics
could easily come to utter the sentence ‘“There goes an electron’ as
the streak appears in the cloud chamber, while having little idea
what an electron is. Understanding the sentence depends on prior
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theory, without which the content would be totally unlike what
we think of as the meaning. But isn’t theory, in a sense that
extends theory to cover tacit understanding, isn’t theory always
needed for the conditioning of sentence to circumstance to yield
the right content? Only someone knowledgeable about sailing
ships could recognize on sight that he sees a brig and not a
brigantine, though he might use the words in the right situations
(a brig is a two-masted ship square-rigged fore and aft, while the
latter differs in having a fore-and-aft rigged mainsail). Even a
simple sentence like ‘That’s a spoon’ if understood requires
knowledge of what spoons are for, that they are persistent physical
objects, and so on. So there must be more to content than is
conveyed by saying it is given by the situations that stir us to
accept or reject sentences appropriate to the situations.

People do not acquire the gift of tongues by themselves; they
are tutored intentionally or by accident by parents, playmates,
teachers, and Sesame Street. In the process, ostension, or what
amounts to it, plays a major role. But how does ostensive teaching
differ from the tutoring nature provides in any case? As far as
I know, we are not born preferring berries that are blue to berries
that are red. But the lone gatherer will be taught by nature to
prefer the blue; they are much more apt to be nourishing and
sweet. Perhaps an even keener mind will discover that the berries
birds eat are almost always human fodder too. Mistakes make
their mark: those big, gaudy, but poisonous berries will be
avoided next time. What’s the difference between this ordinary
process of conditioning and the reward-and-punishment con-
ditioning of sentence to situation that makes ostension the
successful method it is?

Corrections, whether administered by teacher, parent, play-
mate, or nature, can in themselves do no more than improve the
dispositions we were born with, and dispositions, as Wittgenstein
emphasized, have no normative force. A slippery road is disposed
to cause cars to skid, but we do not, if we are sensible, hold this
against the road, though we may alter its character to suit our
purposes by spreading sand or salt. Animals are different in that
they are pleased and pained and so their behavior can be altered
by means not available with roads. But the point remains: we
improve the road, from our point of view, by spreading sand or
salt; we improve the child, from our point of view, by causing
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pleasure or pain. In neither case does this process, by itself, teach
road or child the distinction between correct and incorrect
behavior. To correct behavior is not, in itself, to teach that the
behavior is incorrect. Toilet training a child or a dog is like fixing a
bathtub so it will not overflow; neither apparatus nor organism
masters a concept in the process.

We may be inclined to think that concept formation is more
primitive than entering the world of propositional attitudes, the
world, in particular, of beliefs. But this is a mistake. Unless we
want to attribute concepts to butterflies and olive trees, we should
not count mere ability to discriminate between red and green or
moist and dry as having a concept, not even if such selective
behavior is learned. To have a concept is to classify objects or
properties or events or situations while understanding that what
has been classified may not belong in the assigned class. The
infant may never say “Mama” except when its mother is present,
but this does not prove conceptualization has taken place, even
on a primitive level, unless a mistake would be recognized as a
mistake. Thus there is in fact no distinction between having a
concept and having thoughts with propositional content, since
one cannot have the concept of mama unless one can believe
someone is (or is not) mama, or wish that mama were present, or
feel angry that mama is not satisfying some desire. I stress the
connection between concepts and thoughts only to make the
point that concept formation is not a way station between mere
dispositions, no matter how complex or learned, and judgment.

What must be added to a meaningless sound, uttered at
moments appropriate for that same sound, uttered as speech, to
transmute the former into the latter? It is not enough that the
meaningless sound has been reinforced in the past and is now
uttered because of its magical powers; if this were enough, then
the fact that cats meow to be fed would count as meaningful
speech. What then? I am under no illusion that I can provide
anything like an analysis; perhaps there is no answer that does not
lead in a circle, for a non-circular answer would tell us how to
account for intensionality in non-extensional terms. But I do think
it is here that language adds a necessary (though not sufficient)
element.

We remarked just now that ostension cannot, by itself, do the
job, because of the aid it needs from a prior grasp of how language
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works. It is worth reflecting, though, on the initial phase of
ostensive learning. At the start, there could be no point in the
learner questioning the correctness of the teacher’s ostensions.
The learner may or may not be learning how others in some
linguistic community speak, but the learner can discover this only
later. In the private lesson, a meaning is being bestowed on words
quite apart from any use those words may have at other times and
with other people. If we think of ostension only as the teaching of
a socially viable meaning we miss the essential lesson, which is
that for the learner ostension is not learning something already
there. The learner is in at a meaning baptism.

If we ignore the difference between passing on an established
meaning and the creation of a new, the difference between teacher
and innovator fades, and with it what distinguishes teacher and
learner. Paring down the scenario even further, we can imagine a
sort of proto-ostension before there is the general grasp of lan-
guage that allows us to get more out of ostension than goesinto it.
In this elementary situation we can study some of the necessary
conditions for the development of thought and language. These
include the fact that all people generalize naturally in much the
same ways. They avoid bitter tastes and loud, sudden sounds; they
seek the sweet and the quiet. Learning requires three general-
izations: the learned association of fire and hurt requires two, and
the learning is displayed in the similarity of the responses: we
avoid hurt by avoiding fire. Before there can be learning there
must be unlearned modes of generalization. Before there can be
language there must be shared modes of generalization.

The sharing of responses to stimuli found similar allows an
interpersonal element to emerge: creatures that share responses
can correlate each other’s responses with what they are responses
to. Person A responds to person B’s responses to situations both
A and B find similar. A triangle is thus set up, the three corners
being A, B, and the objects, events, or situations to which they
mutually respond. This elaborate, but commonplace, triangular
interaction between creatures and a shared environment does not
require thought or language; it occurs with great frequency
among animals that neither think nor talk. Birds and fish do it as
well as monkeys, elephants, and whales.

What more is there to linguistic communication and developed
thought? The answer is, I think, two things that depend on the
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basic triangle, and emerge from it. The first is the concept of error,
that is, appreciation of the distinction between belief and truth.
The interactions of the triangle do not in themselves automatically
generate this appreciation, as we see from the example of simple
animals, but the triangle does make room for the concept of error
(and hence of truth) in situations in which the correlation of
reactions that have been repeatedly shared can be seen by the
sharers to break down; one creature reacts in a way previously
associated by both creatures with a certain sort of situation, but
the other does not. This may simply alert the non-reactor to an
unnoticed danger or opportunity, but if the anticipated danger or
opportunity fails to materialize, a place exists for the notion of
a mistake. We, looking on, will judge that the first creature erred.
The creatures themselves are also in a position to come to the
same conclusion. If they do, they have grasped the concept of
objective truth.

With the second, final, step, we move in a circle, for we grasp
the concept of truth only when we can communicate the contents—
the propositional contents—of the shared experience, and this
requires language. The primitive triangle, constituted by two (and
typically more than two) creatures reacting in concert to features
of the world and to each other’s reactions, thus provides the
framework in which thought and language can evolve. Neither
thought nor language, according to this account, can come first,
for each requires the other. This presents no puzzle about prior-
ities: the abilities to speak, perceive, and think develop together,
gradually. We perceive the world through language, that is,
through having language.'’

19§ thank Barry Smith and Ernest Lepore for very helpful suggestions and
corrections.



! 1 O James Joyce and Humpty
: Dumpty

There is a tension between the thought that what a speaker

intends by what he says determines what he means and the

thought that what a speaker means depends on the history of the

uses to which the language has been put in the past. Relieving this

tension, or at least understanding what underlies it, is a leading

i task of the philosophy of language. To emphasize the role of

intention is to acknowledge the power of innovation and creativity

in the use of language; seeing history as dominant is to think of

language as hedged by—even defined by—rules, conventions,

usage. A metaphor, for example, is wholly dependent linguistic-

ally on the usual meanings of words, however fresh and aston-

ishing the thought it is used to express; and the interpreter, though

, he may be hard pressed to decode or appreciate a metaphor, needs

know no more about what words mean than can be, or ought to

| be, found in a good dictionary. A malapropism, on the other

hand, is sheer invention. You will not be helped in understanding

what Mrs Malaprop means by her words by looking in the

dictionary; but you must grasp what she intends. (Sheridan is, of

course, another matter; he is a punster, so to get all that e is up to

you do need to know what “allegory” normally means as well as

what Mrs Malaprop intends when she mentions the allegories on

the bank of the Nile. The airline pilot or steward who assures

passengers that “We will be landing momentarily” is not, alas,

' uttering a malapropism; we know what is meant because we have
heard it so often before.)

Humpty Dumpty features here because he is the pure example

of the hopeful innovator: “When I use a word it means just what

I choose it to mean.” Joyce is a somewhat different case, though
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many people may be inclined to deny the difference. This brings
me to my theme: Joyce, his views on the use of language, and his
use of language.

A Portrait of the Artist as a Young Man is openly, if not quite
accurately, autobiographical, but as Harry Levin remarks, it is
more credo than autobiography, and, we might want to add, more
manifesto than credo. Nowhere else has Joyce prescribed so
plainly the aims and standards of the artist.

“My ancestors,” says Stephen Dedalus, Joyce’s surrogate in
A Portrait, “My ancestors threw off their language and took
another . . . They allowed a handful of foreigners to subject them.
Do you fancy I am going to pay in my own life and person debts
they made?” He continues, “When the soul of a man is born in this
country there are nets flung at it to hold it back from flight. You
talk to me of nationality, language, religion. I shall try to fly by
those nets.”"

How Joyce tried, and the sense in which he succeeded, in flying
by the nets of nationality and of religion have been much dis-
cussed, and are to some extent understood. He abandoned both
his country and his faith, though he never forgot nor forgave
either one. Kristian Smidt writes that “Joyce not only feared that
Christianity might be true, he felt intimately that behind Christian
symbols there ‘are massed twenty centuries of authority and
veneration’.”? A similar ambivalence toward Ireland permeated
his life and work: in his work he never left it; in his travels he
returned seldom and briefly. But how about the other net, the net
of language?

Joyce gives this formulation of his non serviam: “I will not serve
that in which I no longer believe, whether it call itself my home,
my fatherland or my church: and I will try to express myself in
some mode of life or art as freely as I can and as wholly as I can,
using for my defense the only arms I allow myself to use, silence,
exile and cunning.”® Here all reference to language has been
dropped, and in a way not surprisingly. Joyce could leave his
country and his church, but could not give up language, despite

' A Portrait of the Artist as a Young Man, Random House, New York, 1928, p. 238.
2 Kristian Smidt, James Joyce and the Cultic Use of Fiction, Oslo University Press,
Oslo, 1959, p. 25. I wish to thank Professor Smidt for his expert comments; they have
influenced my understanding of Joyce, though I know he would not endorse all that
I say. 3 A Portrait of the Artist, p. 291.
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his weapon of “silence”. What then can he have meant by the net
of language, and how can he have thought he could fly by it?

In Stephen Hero, an earlier and in some ways more revealing
autobiographical work than A Portrait, Joyce recounts how his
friends wanted him, like a patriotic Irishman, to learn Gaelic. He
refused. Gaelic is the language Stephen has said his ancestors
threw off when they permitted a handful of foreigners to subject
them. Stephen will not allow himself to be enlisted by a shallow
chauvinism. Should we then, as Harry Levin suggests, conclude
that flying by the net of language amounted to no more than—
refusing to attend classes in Gaelic?

The subject comes up again in Ulysses. Haines, an Englishman
visiting Stephen and Buck Mulligan while they are living in the
Martello tower at Sandycove, is quizzing Stephen about his
religion. “You behold in me, Stephen said with grim displeasure,
a horrible example of free thought.” While Stephen reflects on the
fact that Mulligan will ask him for the key to the tower thus, in
Stephen’s eye, dispossessing him, Haines goes on, “After all,
I should think you are able to free yourself. You are your own
master, it seems to me.” “I am the servant of two masters, Stephen
said, an English and an Italian,” and in reply to a question, he
rudely explains, “The imperial British state...and the holy
Roman catholic and apostolic church.” It is hard to believe that
for Joyce flying by the net of language meant evading the foolish
lure of Gaelic in order to accept another foreign master.

In A Portrait, Stephen is talking with an English priest.
Stephen
... felt with a smart of dejection that the man to whom he was speaking
was a countryman of Ben Jonson. He thought:

—The language in which we are speaking is his before it is mine. How
different are the words home, Christ, ale, master, on his lips and on mine!
1 cannot speak or write these words without unrest of spirit. His
language, so familiar and so foreign, will always be for me an acquired
speech. I have not made or accepted its words. My voice holds them at
bay. My soul frets in the shadow of his language.—’

A phrase to notice here is: I have not made. . . its words.

4 Ulysses, Vintage Books, New York, 1986, p. 17.
5 A Portrait of the Artist, p. 221.
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But of course Joyce valued words of all languages, and especially
the words of English.

He drew forth a phrase from his treasure and spoke it softly to himself:
—A day of dappled seaborne clouds.—

The phrase and the day and the scene harmonized in a chord. Words.
Was it their colours? He allowed them to glow and fade, hue after hue:
sunrise gold, the russet and green of apple orchards, azure of waves, the
greyfringed fleece of clouds. No, it was not their colours: it was the poise
and balance of the period itself. Did he then love the rhythmic rise and
fall of words better than their associates of legend and colour? Or was it
that, being as weak of sight as he was shy of mind, he drew less pleasure
from the reflection of the glowing sensible world through the prism of a
language manycoloured and richly storied than from the contemplation
of an inner world of individual emotions mirrored perfectly in a lucid
supple periodic prose.®

Beauty in language, Stephen maintains, depends on the genre
and the form, but in every case “The image . . . must be set between
the mind or senses of the artist himself and the mind and senses of
others.” He then distinguishes the three forms into which art
divides. There is first the lyrical form “wherein the artist presents
his image in immediate relation to himself. . . he who utters it is
more conscious of the instant of emotion than of himself as feeling
the emotion.” There is then the epical form in which the artist
“presents his image in mediate relation to himself and
others.. . . the centre of emotional gravity is equidistant from the
artist himself and from others.” Finally, there is the dramatic
form. In it, the artist

presents his image in immediate relation to others.. .. The dramatic form
is reached when the vitality which has flowed and eddied round each
person fills every person with such vital force that he or she assumes a
proper and intangible esthetic life. The personality of the artist . .. finally
refines itself out of existence...The mystery of esthetic like that of
material creation is accomplished. The artist, like the God of the
creation, remains within or behind or beyond or above his handiwork,
invisible, refined out of existence, indifferent, paring his fingernails.”

These often quoted passages must contain an essential clue to
what Joyce had in mind when he spoke of flying by the net of
language. The artist, Joyce says, finally “refines himself out of

¢ A Portrait of the Artist, p. 194. 7 Ibid., p. 252.
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existence”; Stephen repeats these words, and his listener jokingly
repeats them once again. Yet how is it possible for a writer to
refine himself out of existence by the use of language?

Joyce’s conception of aesthetic freedom required that he not be
the slave of settled meanings, hypostatized connotations, rules
of _grammar, established styles and tastes, “correct” spellings.
Winning such freedom was for him a supreme act of creation.

The problem is this. In painting, for example, it is not obvious
that the artist needs to depend, in creating his effect, on any
particular stock of knowledge he shares with the viewer. It is not
even plain that there must be a common culture. The writer,
however, cannot ignore what his readers know or assume about
the words he uses, and such knowledge and expectations can
come only from the reader’s exposure to past usage. In Lewis
Carroll’s Through the Looking-Glass Humpty Dumpty, the
“perfect” innovator, thinks he can mean what he chooses by his
words, at least if he pays them extra. At the end of a speech he says
to Alice, “There’s glory for you!” Alice says she doesn’t know
what he means. Humpty Dumpty replies, “Of course you don’t—
till IPt,ell you. I meant “There’s a nice knock-down argument for
you?’”

The absurdity of the position is clear. In speaking or writing we
intend to be understood. We cannot intend what we know to be
impossible; people can only understand words they are somehow
prepared in advance to understand. No one knew this better than
Joyce. When he spent sixteen hundred hours writing the Anna
Livia Plurabelle section of Finnegans Wake, he was searching
for existing names of rivers, names he could use, distorted and
masked, to tell the story. Joyce draws on every resource his
readers command (or that he hopes they command, or thinks
tt}ey should command), every linguistic resource, knowledge of
history, geography, past writers, and styles. He forces us both
to look at and to listen to his words to find the puns and fathom
the references.

Flying by the net of language could not, then, imply the
un_constrained invention of meaning, Humpty Dumpty style. But
neither could it be the result of adopting the lyric form, in which
emotion is given “the simplest verbal vesture.” The epical form
would not achieve Joyce’s linguistic ambitions, for in it the writer
self-consciously invests his story and his characters with his own
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personality. Somehow it is the dramatic form, at least as Joyce
conceived it, that alone was suited to the task, for it is in the
dramatic form that the writer “refines himself out of existence.”

In the midst of the Circe episode in Ulysses Stephen asks
abruptly, “What went forth to the ends of the world to traverse
not itself. God, the sun, Shakespeare, a commercial traveller,
having itself traversed in reality itself becomes that self. Wait a
moment. Wait a second. Damn that fellow’s noise in the street.
Self wls}ich it itself was ineluctably preconditioned to become.
Ecco!”

We recognize the artist under the guises Joyce gave him: God
the father, God the son, the sun, Shakespeare (“who, after God,
created most”), Ulysses (or Bloom: both commercial travellers).
A shout in the street is Stephen’s earlier description of God;
a shouting in the street is also, Joyce remarks in Finnegans Wake,
how many people think of his own writing. Ecco; and, given the
theme of return to self as the result of original creation, an echo,
a resounding.

An echo, a noise in the street, a ghost, may be much more than
it seems. “What is a ghost?” asks Stephen in response to the
remark that in his view Hamlet is a ghost story. “One who has
faded into impalpability through death, through absence, through
change of manners. Elizabethan London lay as far from Stratford
as corrupt Paris lies from virgin Dublin. Who is the ghost from
limbo patrum, returning to the world that has forgotten him? Who
is king Hamlet?”® While Stephen prepares us for the mock-serious
theory that Shakespeare identified himself with the ghost in
Hamlet and that therefore Hamlet is Shakespeare’s son, Joyce
compares himself, an exile from Dublin living in Paris, with
Shakespeare self-exiled from Stratford living in London. It is the
father-creator, the “lord of language” as Joyce calls Shakespeare,
who is the ghost, one who has faded into impalpability, who has
refined himself out of existence. We are asked to remember that
Shakespeare not only created the play but is also said to have
played the part of the ghost in the first performance of the play.
“Is it possible,” Stephen asks,

Is it possible that that player Shakespeare, a ghost by absence, and in the
vesture of buried Denmark, a ghost by death, speaking his own words to

8 Ulysses, p. 412. ? Ibid., p. 154.
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his own son’s name (had Hamnet Shakespeare lived he would have been
prince Hamlet’s twin) is it possible, I want to know, or probable that he
did not draw or foresee the logical conclusion of those premises: you are
the dispossessed son: I am the murdered father: your mother is the guilty
queen, Ann Shakespeare, born Hathaway?'’

In the Scylla and Charybdis scene in Ulysses, from which these
quotations come, Stephen is, we realize, not only Joyce’s stand-in
but also his Hamlet. If Bloom is Stephen’s surrogate father, Joyce
is Stephen’s creator. In Ulysses, Bloom is a man nel mezzo del
camin di nostra vita, as was Dante when he wrote this line, as was
Shakespeare when he wrote Hamler, as was Joyce when he wrote
Ulysses. We cannot read an adulterous wife into Joyce’s life,
though this was a fantasy he seems to have enjoyed, but the
similarity between Stephen’s Ann Hathaway and Molly Bloom
is clear.

Stephen explains how Shakespeare came to marry: “He was
chosen, it seems to me. If others have their will Ann hath a way.
By cock, she was to blame. She put the comether on him, sweet
and twentysix. The greyeyed goddess who bends over the boy
Adonis, stooping to conquer, as prologue to the swelling act, is
a boldfaced Stratford wench who tumbles in a cornfield a lover
younger than herself.”'! What is the greyeyed goddess doing here?
She is, of course, Athena, the most pervasive female presence in
Homer’s Odyssey, Odysseus’ guide, mentor, friend, advisor, and
above all his admirer and understander. Why does she play so
small a part in Joyce’s Ulysses? She turns up once more as a
stuffed owl who regards Bloom at the end of the day “with a clear
melancholy wise bright motionless compassionate gaze.” Her
identification with Ann Hathaway, and later with Molly Bloom,
suggests that Athena may, like Cordelia, play a more important
role absent than on the stage, like the artist who has refined
himself out of existence.

Shakespeare marries and leaves Stratford for London, but his
brush with Ann-Athena leaves him altered. “He had no truant
memory,” Stephen says. “He carried a memory in his wallet
as he trudged to Romeville...” The words carry us to another
play Joyce had very much in mind as he worked on Ulysses,
Shakespeare’s Troilus and Cressida. Written perhaps a year after

10 Ibid., p. 155. " Ibid., p. 157.
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Hamlet, it belongs to that same period when Shakespeare dwells
on the themes of treachery, adultery, and banishment; and of
course its observant hero is Ulysses. In Troilus and Cressida
Ulysses shames Achilles into returning to battle by reminding him
that perseverance alone keeps honor bright, that “to have done, is
to hang / Quite out of fashion, like a rusty mail / in monumental
mock’ry.” The speech begins, “Time hath, my lord, a wallet at his
back, / Wherein he puts alms for oblivion...... »12 The other theme
of Troilus and Cressida is also one of a treacherous memory—
Cressida’s betrayal of Troilus.

If the “note of banishment, banishment from the heart,
banishment from the home sounds uninterruptedly” in his middle
period, the “plays of Shakespeare’s later years... breathe another
spirit—the spirit of reconciliation.” Stephen is not impressed; he
drily remarks “There can be no reconciliation . . . if there has not
been a sundering.” Nevertheless, the concept of the third period
as embodying the mature art of the creative writer now begins to
embrace another idea besides that of a steady progress from phase
to phase. The new idea is that of the nostos or return, the bold
adventure followed by the dangerous but successful odyssey
home, the son who slays and replaces the father to become the
father in turn, the writer who flies by the net of inherited or
imposed language, but makes or remakes his own. “As we ... weave
and reweave our bodies, Stephen said, from day to day, their
molecules shuttled to and fro, so does the artist weave and reweave
his image. And as the mole on my right breast is where it was when
I was born, though all my body has been woven of new stuff time
after time, so through the ghost of the unquiet father the image of
the unliving son looks forth.”

With Joyce as with Homer’s hero we are never quite sure
whether exile is voluntary or imposed, whether the lingering in
the Calypso’s cave of Paris is a delight or a torment. In the same
ambiguous vein, it is not clear why a round trip must include a
fatal accident, why a return implies a sundering, why a repetition
calls for a break. But there seems no question but that in the
Joycean-Viconian scheme, creation follows on destruction; the
cycle cannot begin again without the vast shattering thunder-
clap heard throughout Finnegans Wake. It is from the “ruin of

12 Troilus and Cressida, L. iii.
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all space” that the artist builds his language. “The note of
banishment . . . sounds uninterruptedly from The Two Gentlemen
of Verona onward till Prospero breaks his staff, buries it certain
fathoms in the earth...reflects itself in another, repeats itself,
protasis, epistasis, catastasis, catastrophe.”’?

In a brilliant article written a number of years ago, Nathan
Halper analyzed one of the most difficult passages in Finnegans
Wake." It is a passage almost twenty pages long in the eleventh
chapter and it concerns an event supposed to have happened
during the Crimean War; a man named Buckley shoots a
Russian general. Halper convinces us that Buckley, an authentic
Irishman who actually did participate in the Crimean War, is the
Archetypical Son; the general is the Archetypical Father. There is
a horse race shown on the screen. The horses are Emancipator
and Immense Pater. The race is a “dawnybreak”, a rising of the
sun; the time is heliotropical. The Crimean peninsula is where the
primeval crime of the paricidical son took place. “Dublin” in
Gaelic turns out to mean a black pool, and Siva’s black pool
becomes Sea vast a pool—Sevastopol. History records that there
was a Russian general in the Crimean War named de Todleben.

There is much more of this, all good dirty fun, part of the
funferal of Finnegans Wake. At the end comes a reference to Joyce
himself who is playing a “Cicilian hurdy-gurdy.” Cicilian because
Cecil was Buckley’s first name, but also because “Cecil” is derived
from the Latin for blind and thus serves to remind us of Joyce,
who was nearly blind by the time he wrote Finnegans Wake. In the
dark Joyce weaves and reweaves his world; de Todleben is known
for the fact that each night at Sevastopol he rebuilt the defenses.
There is an explosion, the “abnihilization of the etym”. Halper
concludes: “Joyce is destroying language. He is annihilating
meaning—he is re-creating language. In other words—°in other
words’—he is writing Finnegans Wake.”

Harry Levin, writing on this same passage, but before Halper’s
useful article, came to much the same conclusion. He says of
the lethal explosion, “Pessimists may interpret this ambiguous
phenomenon as the annihilation of all meaning, a chain reaction

L Ulysses, p. 174.
14 Nathan Halper, “James Joyce and the Russian General”, Partisan Review,
vol. 18, 1951, pp. 424-31.
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set off by the destruction of the atom. Optimists will emphasize
the creation of matter ex nihilo, and trust in the Word to create
another world.”"® ' ‘

Joyce’s way of resolving the tension between invention and
tradition is in a way obvious; like any writer he must depend on
the knowledge his readers are able to bring to his writings. Much
of this knowledge is verbal of course, knowledge of what words
ordinarily mean. But in Joyce’s case much of what is required
must come from other sources. When he uses the word—if that is
what it is—“Dyoublong”, there is not much chance of guessing
what Joyce means, despite the capitalization of the first letter,
unless one has Dublin in mind, something Joyce’s readers cannot
fail to do. So one needs at least to know the reference of the name
“Dublin” and the meaning of the phrase “Do you belong?”;
finding them both in “Dyoublong” requires more. The destruc-
tion of the ordinary structure of ordinary English is nearly com-
plete, but that it forms a very large part of the foundation of
Joyce’s structure is obvious. A random paragraph from Finnegans
Wake begins “He beached the bark of his tale; and set to husband
and vine. ...” Yet in that paragraph fully a third of the “words”
belong to no language at all; something like this percentage
probably goes for the book as a whole. And of course there is
plenty of destruction that goes beyond merely grinding up
familiar words and assembling new words from the pieces; there is
the destruction of grammar. Yet the destruction is never for its
own sake; as Camecll and Robinson say, there are no nonsense
syllables in Joyce. 6 This is certainly right. But then one should
wonder what philosophers and linguists mean when they say that
speaking and writing are “rule-governed” activities.

Many of Joyce’s inventions are of the “Dyoublong” kind:
“Makefearsome’s Ocean”, “Persse O’Reilly” (one of Humphrey C.
Earwicker’s many names; an earwig is called in French a perce-
oreille), “the old cupiosity shape” all turn up in his “meandertale”.
More complex, and more basic to Joyce’s methods, are whole
sentences (if that is what they are) with systematically related
paranomasias. “Nobody aviar soar anywing to eagle it,” is a flip

'S Harry Levin, The Essential James Joyce, Penguin Books, Harmondsworth,
1963, p. 15. (First published 1948.)

16 Joseph Campbell and Henry M. Robinson, A Skeleton Key to Finnegans Wake,
Harcourt, Brace, New York, 1944, p. 360.
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example; “Why do I am alook alike a poss of porter pease?” is
another (with suggestions of “like as two peas,” a request for a pot
of porter, please, and a reference to Piesporter wine). And a last
exhibit: “Was he come to hevre with his engiles or gone to hull
with the poop.” It’s clear that when Joyce was flying by the net of
language, he did not intend to leave us unentangled.

Joyce achieves many of his effects, it is clear, through a process
of accretion: he piles word on top of word, reference on reference,
sly hint on crass joke, personal allusion on top of classical quota-
tion. One might expect the result to be a ponderous verbosity, but
instead Joyce achieves an extraordinary economy of expression.
As he says, “When a part so ptee does duty for the holos we
soon grow to use of an allforabit.” The child who does his duty
soon grows to use the alphabet; so the mature artist learns to let
bits of language reverberate on a Viconian scale: at one point
Joyce compresses it into “Atom, Adam, etym.” “What universal
binomial denominations would be his as entity and nonentity?”
asks the impersonal catechist of the Ithaca Episode in Ulysses.
The three word answer glances at Pilgrim’s Progress and, more
significantly, echoes Odysseus’ cunning answer to the Cyclops:
“Everyman and Noman.” That “Noman”, Joyce’s invisibility act,
brings us by a commodious vicus of recirculation back to the
point where—well; I began by asking what Joyce may have meant
when he declared that he would fly by the net of language, and
I connected this youthful boast with two themes in Joyce: the
idea, first, that evolution implies revolution, and that revolution
entails both destruction and return to the point of origin, and the
idea, second, that the mature literary artist refines himself out of
existence. Answers that seem relevant to the question, how did
Joyce think he was destroying and remaking language, answers of
the sort we have just been rehearsing, do not seem pertinent when
we face the second issue, how, by making language according
to his own taste, Joyce was refining the artist out of existence.
I believe there is an answer to this question, but it goes beyond
issues of verbal technique.

And so it should, for many of the accomplishments we are
crediting to Joyce, which are correctly characterized by Harry
Levin as forms of symbolism, though no doubt promoted in novel
ways by Joyce’s acrobatic stunts with language, might have been
achieved in other ways. Symbolism is usually and most easily
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implemented by the plainest language; plain language by no
means entails plain thought or plain effects. Dante, to whom
Joyce in effect compares himself (both are exiles writing com-
pendiously and with generalizing intent about the land and
society they have left), Dante, writing, as he tells us, on four
different levels simultaneously, chose a relatively simple verna-
cular. The styles of writers who have been truly creative with
language, on the other hand—Aristophanes, Rabelaise, Sterne,
Céline, for example—have typically not been highly figurative,
allegoric or symbolic.

Joyce’s use of language is connected to his view that in its most
developed form, what he called the dramatic, the artist “remains
within or behind or beyond or above his handiwork, invisible.”
Like Odysseus the artist can make himself invisible, a noman or
a ghost, in many ways: by taking another’s name, or country, or
race, or language; or by changing himself, like Proteus, into
another form.

It might seem that the simplest way for the writer to remove
himself from the scene is to let his characters speak for themselves,
and to refrain from speaking for them or of them. This is more
than hinted by calling the third style the dramatic. This hint no
doubt contributed to the idea that the truly original element in
Joyce’s style consists in the use of the interior monologue.
Richard Ellman calls the interior monologue “the most famous of
the devices of Ulysses”, and says, “Joyce had been rapidly moving
towards a conception of personality new to the novel...His
protagonists moved in the world and reacted to it, but their basic
anxieties and exaltations seemed to move with slight reference to
their environment. They were so islanded, in fact, that Joyce’s
development of the interior monologue to enable his readers to
enter the mind of a character without the chaperonage of the
author, seems a discovery he might have been expected to
make.”"’

According to Ellman, then, the device of the interior mono-
logue is one way in which Joyce refined himself, if not out of
existence, at least out of the picture. This seems to me an over-
simplification for at least two reasons. If having his characters
speak for themselves were in itself a convincing way for a writer to

'7 Richard Eliman, James Joyce, Oxford University Press, New York, 1959, p. 368.
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_wi_thdraw from his work, there would be no way an author could
inject himself into his work. But just as nothing an author says can
guarantee that we will take an author as speaking for another,
nothing can insure that we will take him as speaking for himself.
Sorpctirpcs, perhaps, we are sure it is Fielding who is addressing
us in his own persona; we are less certain about Sterne; and
_lhoqgh the superficial tone is much the same in Defoe, we know he
is kidding. Sham prefaces, claims about manuscripts found in
bottles, endless declarations of sincerity—none of these suffices to
put the man before us, nor, often, is it meant to. Only the total
context can do that.

The other side of the story is that the interior monologue
seldom so much as pretends to stay entirely inside the appropriate
character. Even Molly Bloom’s soliloquy conspicuously contains
elements we cannot easily suppose were, even unconsciously, in
that good woman’s head.

Harry Levin thinks that here Joyce errs. Commenting on
Joyce’s telling of Earwicker’s dream, Levin says,

The darker shadings of consciousness, the gropings of the somnolent
mind, the state between sleeping and waking—unless it be by Proust—
have never been so acutely rendered. But Joyce’s technique always tends
to get ahead of his psychology. Finnegans Wake respects, though it
garbles and parodies, the literary conventions. It brims over with ad libs,
and misplaced confidences and self-conscious stage-whispers. Now and
then it pauses to defend itself, to bait the censorship, or to pull the legs of
would-be commentators... It includes a brief outline of Ulysses, and
even a letter from a dissatisfied reader. In reply, frequent telegraphic
appeals from the author to his “abcedminded” readers ... . punctuate the
torrent of his soliloquy periodically. These obiter dicta cannot be traced,
with any show of plausibility, to the sodden brain of a snoring publican.
No psychoanalyst could account for the encyclopedic sweep of
Earwicker’s fantasies or the acoustical properties of his dreamwork.'®

We may not agree with Levin—I don’t—that these undoubted
features of Joyce’s style count as a defect, but we can concur that
the interior monologue, as Joyce treats it, is not his way of refining
himself out of existence.

If we look back to those pregnant passages on literary form in
A Portrait of the Artist, an ambiguity now emerges. In the epical
form, for example, “the centre of emotional gravity is equidistant

'8 Harry Levin, James Joyce, p. 175.
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from the artist himself and from others.” Who are these others,
the author’s characters or his readers? When, in the dramatic
form, the artist refines himself out of existence, is he putting
distance between himself and Humphrey C. Earwicker, or
between himself and his readers? Perhaps Joyce was mainly
thinking of the artist’s relation to his characters. But as Levin
pointed out in the passage I just quoted, Joyce did not choose to
remove himself, stylistically or otherwise, from his characters.
The distance his style created, a distance that increased from
Dubliners through Ulysses and reached its extreme in Finnegans
Wake, was the distance between the text and its readers.

Edmund Wilson, in one of the earliest critical appreciations of
Joyce, remarked that both Proust and Joyce express the concept
of relativity (which Joyce called parallax in Ulysses), in which the
world changes “as it is perceived by different observers and by
them at different times.”'® Wilson also may have had in mind no
more than Joyce’s relation to his characters, but it surely would
not be wrong to include Joyce’s readers as contributing an
essential perspective. Shem, “the penman” of Finnegans Wake,
with whom Joyce clearly identifies, makes clear that this is Joyce’s
view. “He would not put fire to his cerebrum; he would not throw
himself in Liffey; he would not explaud himself with pneumantics.”
Nevertheless, with “increasing interest in his semantics” you will
find him “unconsciously explaining, for inkstands, with a me-
ticulosity bordering on the insane, the various meanings of all the
different foreign parts of speech he misused. .. 20 He expects his
readers to sympathize when he sings, “Flunkey Footle furloughed
foul, writing off his phoney,” but for all that he expects his readers
to decode the “languish of Tintangle.”!

All reading is interpretation, and all interpretation demands
some degree of invention. It is Joyce’s extraordinary idea to raise
the price of admission to the point where we are inclined to feel
that almost as much is demanded of the reader as of the author.
Goading his audience into fairly testing creative activity, Joyce
both deepens and removes from immediate view his own part in
the proceedings. By fragmenting familiar languages and recycling

1 Edmund Wilson, Axel's Castle, Scribner’s, New York, 1948, pp. 221-2.
20 Finnegans Wake, Viking Press, New York, 1939, pp. 172-3.
2 Ibid., pp. 418, 232.
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the raw material Joyce provokes the reader into involuntary
collaboration, and enlists him as a member of his private linguistic
community. Coopted into Joyce’s world of verbal exile, we are
forced to share in the annihilation of old meanings and the
creation—not really ex nihilo, but on the basis of our stock of
common lore—of a new language. All communication involves
such joint effort to some degree, but Joyce is unusual in first
warning us of this, and then making the effort so extreme.

Joyce takes us back to the foundations and origins of com-
munication; he puts us in the situation of the jungle linguist trying
to get the hang of a new language and a novel culture, to assume
the perspective of someone who is an alien or an exile. As we, his
listeners or readers, become familiar with the devices he has made
us master, we find ourselves removed a certain distance from our
own language, our usual selves, and our society. We join Joyce
as outcasts, temporarily freed, or so it seems, from the nets of our
language and our culture.

Joyce has not, of course, refined himself out of existence; but by
the violent originality of his language he has shifted some of the
normal burden of understanding and insight onto his bemused
readers. The center of creative energy is thus moved from the
artist to a point between the writer and his audience. The
engagement of the reader in the process of interpretation, forced
on him by Joyce’s dense, unknown idiom, bestows on the author
himself a kind of invisibility, leaving the interpreter alone with the
author’s handiwork, absorbed in his own creative task. By
creating a hermeneutic space between the reader and the text,
Joyce has at the same time doubled his own distance from the
reader. This is, I suggest, what Joyce meant by saying the artist
refines himself out of existence, and what he implied by his
announced intention of flying by the net of language.



1 1 The Third Man

What am I doing here? What is the point of the quotations from
my work in these mysteriously explosive pictures by Robert
Morris, made with his eyes closed? This is not the first time I have
found my writing in unexpected surroundings. Nothing has
surprised me more than to discover myself anthologized in books
with titles such as Post-Analytic Philosophy or After Philosophy.
That after haunts me again from an about-to-be-published book
with the title Literary Theory after Davidson. Is there something
sinister, or at least fin de siécle, in my views that I have failed to
recognize, something that portends the dissolution not only of the
sort of philosophy I do but of philosophy itself? WhPr else would
I find my name linked with Heidegger and Derrida?

The answer to some of these questions may turn on my rejec-
tion of subjectivist theories of epistemology and meaning, and my
conviction that thought itself is essentially social; but 1 have no

This essay is a revised version of the catalogue essay for the Robert Morris exhibition
held 27 Aug.-8 Oct. 1992, at the Frank Martin Gallery, Muhlenberg College.

! “What am 1 doing here?” I find, not very surprisingly, that I am not the first to ask
this question. It’s the title of a book by Bruce Chatwin (New York, 1989), and Jean
Genet asks himself, “What am I doing here?” when living among the Palestinians.
See Jean Genet, Prisoner of Love, trans. Barbara Bray (New York, 2003).

For the other books mentioned: Post-Analytic Philosophy, ed. John Rajchman
and Cornel West (New York, 1985); After Philosopky: End or Transformation, ed.
Kenneth Baynes, James Bohman, and Thomas McCarthy (Cambridge, Mass., 1987);
and Literary Theory after Davidson, ed. Reed Way Dasenbrock, University Park,
Penn., 1993. For Heidegger, see Dorothea Frede, “Beyond Realism and Anti-realism:
Rorty on Heidegger and Davidson,” Review of Metaphysics 40 (June 1987): 733-57;
for Derrida, see Samuel Wheeler, “Indeterminacy of French Interpretation: Derrida
and Davidson,” in Truth and Interpretation, ed. Ernest Lepore (Oxford, 1986), and
David Novitz, “Metaphor, Derrida, and Davidson,” Journal of Aesthetics and Art
Criticism 44 (Winter 1985): 101-14.
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idea whether it is this that has prompted Morris to use my work.
Since I do not know what his reasons were, let me say what strikes
me in the result.

Works of art, writings, artifacts of all sorts are among the
objects in the world. Our sense organs and brains are organized to
pick out objects from their backgrounds, to identify as similar
objects seen from different angles and distances and in different
lights, even to recognize the same object when glimpsed after
absence. These abilities with which nature has endowed us enable
us to group together patterns of stimulation, patterns that when
registered at nerve ends are often unlike one another. The evidence
that these groupings are part of our native apparatus is the
similarity of our responses. We respond in similar ways to our
mother in dim light and bright, seen or heard from afar or near,
and clad in many costumes.

The preverbal child, or other languageless animal, shows such
object-oriented behavior; but is this enough to prove it has the
concept of an object? No: the power to discriminate does not
imply possession of the corresponding concept. Sensory dis-
crimination classifies phenomena as they differ at the periphery of
the nervous system; concepts classify in terms of properties that
may or may not stir the senses at the moment. With concepts
come judgments: this is edible, this poisonous, hereis a cube, there
a lion. Judgments, unlike mere responses, can be true or false. Itis
only with concepts and judgments that we can be said to have the
idea of an objective world, a world that is independent of our
sensations Or experience.

What makes the idea of an autonomous object available to us?
Its availability requires, above all, the corroboration of others,
others who are tuned to the same basic events and objects we are,
and who are tuned to our responses to those events and objects.
When the second person enters the scene, he or she can correlate
my responses with his or her own responses; for the first time
it makes sense to speak of responses being “the same,” that is,
relevantly similar. And for the first time, there is reason to speak
of responses being responses to external objects rather than to
immediate sensations; when two (or, of course, more) creatures
can correlate their responses, those responses triangulate the
object. It is the common cause of the responses, a cause that must
have a location in a shared, interpersonal space. When we can
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notice, that must have a location in a shared, interpersonal space.
When we can notice that we share reactions, the possibility of a
check or standard is introduced, the possibility of occasional
failures of expected joint reactions and hence of error.

The primal triangle of two observers, each observing a shared
world and each observing the other observer, can exist without
language, and it does; but the triangle is a necessary condition of
language and of a full grasp of the concepts of objectivity and
truth. Language fills in and enriches the base of the triangle, and
of course language soon reaches far beyond what can be imme-
diately and jointly experienced. But the ability to talk and think
about what is too small or distant or abstract to be seen or
touched rests on what we have been able to share directly, for the
experiences we register as communal tie our words and thoughts
to the world.

Art that has been created with the idea of being read or seen or
heard by others (or perhaps by its creator at a time subsequent to
its creation) enters the conceptual scene at an advanced stage.
Artist, writer, and audience are equipped from the start with a
vast overlapping set of common assumptions. Nevertheless, one
may choose to consider some aspects of art in the light of the
foundations of the concept of objectivity.

Writing deviates startlingly from the original triangle.
The object directly observed by both reader and writer is the text.
It is produced by the writer, but in the case of literature the text is
alienated from its creator by the lapse in time between when it
is made and when it is read; the interaction between perceiving
creatures that is the foundation of communication is lost. Plato
marks the gulf between talking to a person and reading his words:

That’s the strange thing about writing, which makes it truly analogous to
painting. The painter’s products stand before us as though they were
alive: but if you question them, they maintain a most majestic silence.
It is the same with written words: they seem to talk to you as though they
were intelligent, but if you ask them anything about what they say,
they go on telling you just the same thing for ever.

It’s true that generally neither the text nor its author can respond
to the reader. The interaction is of another sort. The text, unlike
most objects, has meaning, and its meaning is the product of the
interplay between the intentions of the writer to be understood in
a certain way and the interpretation put on the writer’s words by
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the reader. For the most part this interplay is, and is meant to be,
routine, in the sense that the writer knows pretty well how he or
she is apt to be understood, and the typical reader knows pretty
well how the writer intended to be understood. This is not always
the case. Writers like Shakespeare, Dante, Joyce, Beckett strz}m
our interpretive powers and thus force us into retrospective dia-
logue with the text, and through the text with the author. Authors
may choose from many devices to rouse the reader to wrestle wn‘h
the text: thought-provoking puzzles, ambiguous authorial atti-
tudes, plays within plays, stylistic references to other writers,
autobiographical hints. But however it is done, and to whatever
extent the reader’s connivance is won, authors have contrived or
commandeered an arena of ideas and assumptions large enough
to contain both themselves and their audience, a common con-
ceptual space. .

Sculpture is similar, except that the space shared b_y viewer and
object is not conceptual but literal. Michael Fried, Annet_te
Michelson, and Maurice Berger have emphasized the ways in
which Morris’s minimalist sculpture engages the viewer with the
object not only by creating a “common dwelling,” a “situation”
that “includes the beholder’ but by making art object.”” But there
is still a vast difference between such sculpture and a written text.
Writing depends on meaning, reference to what lies beyond the
words. A piece of sculpture may resemble something else,
but unless it is a monument (with an inscription) it does not refer
to something else. Some of Morris’s pieces may have been of a
height and bulk to invite a viewer to react as to a person. What
this called for, however, was not the thought that the piece
resembled a person; rather, the piece provoked an immefliate
experience in some ways like the experience of encountering a
person. The creation of meaning was elicited from the viewer, not
something embedded in the work. Wilt%enstein said, “Meaning
something is like going up to someone.”

2 Michael Fried, “Art and Objecthood,” Artforum 5 (Summer 1967): 15. See also
Annette Michelson, “Robert Morris—An Aesthetics of Transgression,” in Robert
Morris (exhibition catalogue, Corcoran Gallery of Art and Detroit Institute of Arts,
Washington, D.C., and Detroit, Nov. 1969-Feb. 1970), pp. 7-75, and Maurice
Berger, Labyrinths: Robert Morris, Minimalism, and the 1960s (New York, 1989).

3 Ludwig Wittgenstein,  Philosophical ~ Investigations, 3d ed., trans.
G. E. M. Anscombe (New York, 1958), §457.
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Robert Morris has remarked that “language is not plastic art
but both are forms of human behavior and the structures of one
can be compared to the structures of the other.” This is the very
thought I have been following. But as one notes the parallels one
must also be struck by a basic difference between language in its
generic use, with speaker and hearer face to face, and exchanging
roles, and the creation of the author or artist, which isolates the
creator both from the work and from the audience. The “forms of
human behavior” to which Morris refers are not the texts or
sculptures or paintings that the reader or viewer encounters but
the actions that produce these objects. The structures to be
compared are not the structures of the works of art but of the
actions that produced them.

How can the act of artistic creation, like an ordinary speech
act, be presented so that the viewer can react to it along with its
product? A writer may simply step out of the work and tell us
what he or she is doing, as Trollope repeatedly compared himself
as novelist to the shoemaker at his last. The artist may compose a
public event or happening in which he or she is seen making or
changing or destroying, or altering the work each day. He or she
may append to an object a description of how it was manu-
factured; he or she may even contrive an object that contains
The Sound of Its Own Making. 1 see the pictures in this exhibition
as carrying out the project of bringing the act of their making into
the works themselves a step further, or at least a step in a new
direction. Not only do these pictures graphically display some of
the essential features of all intentional actions, but they also
engage the collaboration of the viewer in a way that connects with
the origins of the concept of an object.

These pictures have four clearly distinguished elements. Taking
them in the reverse of their narrative order, they are: (1) The
marks and patterns made by Morris with his eyes closed. I will call
these the “action.” (2) The symmetrical, paired squares and
rectangles and other shapes carefully placed on the paper before
the action. I call these the “targets.” (3) Morris’s description of
how the action was performed and the rules that guided it. This is
both the “description” and the “intention.” (4) A fragment of

* Robert Morris, “Some Notes on the Phenomenology of Making: The Search for
the Motivated,” Artforum 8 (1970), 62-6.
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a philosophical discussion of the general nature of action.
Taken in the order from (4) to (1) it is easy to notice that there is
a progression from the abstract to the concrete, from the very
general to the particular. The texts are about actions, and the
“action” illustrates and exemplifies what the texts say. The four
elements also variously present to the mind and eye the funda-
mental features of any intentional action. (4) is part of an attempt
to make explicit the everyday conceptual apparatus with which
we all operate, the part of this apparatus some philosophers like
to call “Folk Psychology.” All actions are performed within the
ambit of these ideas. (3) has two functions; the more important
one is to express an intention, the intention to perform a certain
action within a given (subjectively estimated) period, and with the
eyes closed. (I’ll come to the second function in a moment.)
(2) establishes some of the parameters of the action; it defines a
space in and around which the action is to occur. (1) is not, of
course, an action but the result of the action. I call it the “action”
not because it moves but because given what we know of the
intention with which the action was performed, its defining spatial
targets, and the particular and general conceptual background
against which it took place, we understand and can vividly picture
the act of production.

The reason viewers can understand and interact with these
works is not that they know how they were produced but because
they know why. They know almost exactly why the “action”
looks as it does not because they know what ultimate reasons
Morris may have had in making these objects but because they
know, for each object, the detailed intention it was meant to
realize. What ensures the participation of viewers is the fact that
the accomplishment can be measured directly against the inten-
tion. There is a fallacy against which we are warned in reading
literature. We are told we should not evaluate the work in terms of
what we take to have been the author’s intentions. Morris is not
exactly inviting us to commit the “intentional fallacy,” for we do
not judge the aesthetic merit of these pictures by how closely he
was able to follow his own instructions. But we cannot help being
involved, as he must be, in the question of how close he did come.
We can see where his patterns fall, and we can see, because he
provided us with the “targets,” by how much he missed his marks.
What we cannot see is how well he estimated the intended times,

ool
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and so he tells us; this is the second contribution of (3). Why did
he make these drawings “blind”? How else could we evaluate so
clearly the distance between his intention and the outcome?

Morris has depicted, then, the essential element on which the
concept of an autonomous object (and world) depends: an
intersubjective measure of error and success, of truth and falsity.
He has put his viewers in a position to triangulate with him the
location of his creative acts.

This leaves me with the question with which I began: what is
my work doing here? I hazard this answer: it expands the back-
ground against which we encounter Morris’s “actions.” Morris’s
explicit written intentions, and his visual targets, already provide
a conceptual and physical space the viewer inhabits with the work
and with its maker. But these coordinates are highly particular.
Beyond the particular, all our thoughts and actions occur within
and derive their meaning from, a vast system of largely communai
asspmptions and ideas. Perhaps the quotations from my writings,
which are concerned with the nature of thought and of action
hint at this larger canvas. ’
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1 2 Locating Literary Language

Literature poses a problem for philosophy of language, for it
directly challenges any theory of meaning that makes the asser-
torial or truth-seeking uses of language primary and pretends that
other linguistic performances are in some sense “etiolated” or
“parasitical”.! The sources of trouble are to be sure far more
ubiquitous than the reference to literature suggests: jokes, skits,
polite nothings, ironies, all break the mold of sincere, literal,
would-be truth-telling. But literature can serve as the focus of the
problem if only by dint of its kinship with and employment of
such verbal tricks and turns. Literature and these comrade con-
ceits are a prime test of the adequacy of any view of the nature of
language, and it is a test I have argued that many theories fail 2

But though the literary uses of language have long interested
me, I have neglected to indicate, or even to think very hard about,
how my account of the origins of intentionality and objectivity
(which I see as emerging simultaneously and as mutually depend-
ent) should be adapted to the case of literature. Indeed, it is clear
to me now that any gesture in the direction of such adaptation will
also reveal the need for a sharper focus on the role of intention
in writing, and hence on the relation between writer and reader.
I am grateful to the contributors to this volume, and especially to
its editor, for prodding me into considering these issues, even if
still all too briefly.

! These words, and the idea behind them, are J. L. Austin’s, How To Do Things
with Words, Harvard University Press, Cambridge, Mass., 1962, p. 22.

2 See, for example, Essays 8, 17, and 18 in Inquiries into Truth and Interpretation.

3 “This volume’, ‘this book’, in this chapter refers to R. W. Dasenbrock (ed.),
Literary Theory after Davidson, Pennsylvania State University Press, University Park,
Penn., 1993.
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1 will concentrate on two related problems: the role of reference
in “story-telling”, and the changes that occur when we replace the
triangle of speaker, hearer, and world with the triangle of writer,
reader, and tradition. So far as the geometry of the situation is
concerned, I am a commentator on such triangles, as are the
writers of the other essays in this book; and like them, I am also
inescapably at an apex of various actual and imagined triangles of
my own.

First, though, I should say a word about my general theory of
action. One commentator labors to make the point that the theme
of “Actions, Reasons and Causes” is of little value to the writer or
critic of fiction. I certainly agree. If my analysis of the concept of
action has any value at all for those who wish to look deep into the
springs of action, it is to release them from the conceptual bind
imposed on us, first by a series of nineteenth-century German
philosophers, and then by Wittgenstein and his followers, who
taught that the methods of the poet, the critic, and the social
scientist not only are different from, but also opposed to, the
methods of the sciences of (the rest of) nature. The latter, materi-
alist, domain they saw as ruled by causality, laws, and the
nomological-deductive method, the former, humanistic, domain
by insight, empathetic understanding, and teleological explana-
tion. My contribution was to emphasize, somewhat as Spinoza
had, that the two domains—of mind and body, intension and
extension, law-governed events and thoughtful actions—were
parts of radically distinct, but equally legitimate, ways of
describing, understanding, and explaining phenomena, but that

they applied to a single ontology of events and objects. Causality,
I argued, applied to both domains, but by distinguishing causal
relations from the descriptions of events under which the events
could be viewed as instantiating laws, I removed actions from the
realm of deterministic nomological explanation. This view effect-
ively reconciled, I thought, two apparently antagonistic intui-
tions. One intuition insists that the understanding of the thoughts
and actions of people involves the imaginative adjustment of the
interpreter’s beliefs and values to the attitudes of the interpreted,
a process that requires the accommodation of one normative
system within another. The other intuition tells us that in the
natural sciences such considerations are beside the point: physics
strives to find categories from which norms, even causal concepts,
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are excluded, categories which lend themselves to incorporation
in a system 'of laws with as few ceteris paribus clauses as possible.

‘ Itisa serious .rnistake, if [am right, to suppose that the relatively
simple Aristotelian-Thomistic scheme I proposed for analyzing the
concept of act_ing with a reason aims to assimilate this concept to
thf: natural sciences simply because it invokes causality. This gets
things _backwards: serious science strives to extrude the concept of
causality in favor of strict laws. It is teleological explanation that
cannot do without the concept of causality, and for that reason
among others, reason-explanations cannot hope to be reduced to,
or incorporated in, the natural sciences. ’

) It remains the case that my schematic account of the intention
with which an action is performed is no positive help for someone
}avho wants to construct an interesting psychology of action. The
imagination might be caught, however, at the point whf;re it
becomes appropriate to identify, to give propositional content to
the various beliefs, desires, motives, and attitudes that cause’
an mten_tional action, and by causing it, determine in turn its
appropriate descriptions.

An ineluctz{.ble feature of teleological explanation is its normative
character. .Thjs does not mean, as one of the contributors to this
volume thinks, that I confuse the purported norms of logic or of
Bayesian decision theory with descriptive theories.* There is no
deﬁmtlpn of “perfect rationality”, whatever we take that to be
according to which people satisfy the definition. My point has rathe;
been that we can explain and understand irrationality only against a
!)ackground of rationality, a background each of us must, as an
interpreter, supply for himself. There is no fixed list of standa,rds no
eternal hierarchy of values, to which we all must subscribe, but sc;me
norms are so basic to intelligibility that we cannot avoid shaping
thoughts to their patterns. Thus as Quine has pointed out, we can
Interpret some speaker’s device as expressing conjunction only if the
spegker g_enerally treats that device in accord with the truth table for
conjunction; but then we have attributed a bit of logic to that person.
The norms of decision making under uncertainty, of induction
an(! so on, are far more flexible, and we can understand deviations:
easily, including differences over what the norms are. But I would

“ 1 have several times documented m: isillusi i
‘ . y own disillusion with the idea that
theories are experimentally testable. See Essays on Actions and Events, pp- 235 f.such
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argue that we could not understand someone whom we were
forced to treat as departing radically and predominantly from all
such norms. This would not be an example of irrationality, or of
an alien set of standards: it would be an absence of rationality,
something that could not be reckoned as thought.

I now revert to the nature of interpretation. Itis n:iltural to state
the central problem as that of determining the meaning of spo_ken
or written words. This is not wrong, but it can be misleading.
Words, Frege emphasized, have a meaning only in the context of a
sentence. The basic reason for this is that the work of language, to
give information, tell stories, ask questions, issue compwnds, and
so on, is done by sentences; a word which is not being use_d to
convey the content of a sentence cannot do any of thesc; things.
Itis at the sentential level that language connects with the interests
and intentions language serves, and this is also the level at which
the evidence for interpretation emerges. But just as words have
a meaning only in the context of a sentence, a sentence has
a meaning only in a context of use, as part, in some sense, of a
particular language. There would be no saying what language
a sentence belonged to if there were not actual utterances or
writings, not, perhaps of that very sentence, but of other sentences
appropriately related to it. So in the end lh.e sole source of
linguistic meaning is the intentional production of tokens of
sentences. If such acts did not have meanings, nothing would.
There is no harm in assigning meanings to sentences, but this must
always be a meaning derived from concrete occasions on which
sentences are put to work. ‘

The recognition that meaning of whatever sort rests ultimately
on intention leads at once into the thickets of densely packed
intentions through which philosophers along with psychologi§ts,
historians, sociologists, literary critics, and theorists try to pick
their way. For we can speak of “the” intention with which an act 1s
performed only by narrowing attention to one among the tangle
of intentions involved in any performance. Since mostif not all the
ambiguities of “meaning” spring from the varieties of intention,
1 begin by distinguishing some of these varieties. _

There are, I think, three distinct sorts of intention which are
present in all speech acts. There are ends or intentions which lie as
it were beyond the production of words, ends that could at least
in principle be achieved by non-linguistic means. Thus one may
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speak with the intention of being elected mayor, of amusing a
child, of warning a pilot of ice on the wings; one may write with the
intention of making money, of proving one’s cleverness, to celeb-
rate the freedom of the will, or to neutralize a plaguing memory or
emotion. Such ends do not involve language, in the sense that their
description does not have to mention language. I call these
intentions “ulterior”. It is a striking fact (if I am right that it is a
fact) that all genuine uses of language require an ulterior purpose.
Using language is not a game: it is never an end in itself,

Second, every linguistic utterance or inscription is produced
with the intention that it should have a certain force: it is intended
to be an assertion, or command, a joke or question, a pledge or
insult. There can be borderline cases, but only when straddling
a border is intended: so it is possible to intend an utterance of
“Go to sleep” as somewhere between an order and the expression
of a wish, or to intend the remark “See you in July” as part
promise and part prediction.

Third, it is a necessary mark of a linguistic action that the
speaker or writer intends his words to be interpreted as having a
certain meaning. These are the strictly semantic intentions.

Each of these categories may harbor more, in some cases many
more, intentions but at least one intention of each sort is always
present. A simple case: I shout “Thin ice” as you skate toward
disaster. My ulterior motive is to warn you, the force of my
utterance is assertory, and I intend you to take my words to mean
that the ice towards which you are skating is thin. Even here,
though, more intentions are present. I want to warn you, but
I want to warn you in order to save you from a chilly plunge.
Iintend your grasp of the meaning and force of my utterance to be
the means of your salvation. In this case, I have no reason to want
you to be ignorant of any of my intentions, though it is not
necessarily part of my intention that you should grasp all of my
ulterior purposes. But here, as always, I use language with the
intention that your grasp of my intended meaning and force
should function to achieve my ulterior purpose. (This is the
Gricean reflex.) A linguistic action is frustrated if its intended
audience does not grasp the producer’s intended semantic
meaning and force. The speaker or writer may have good reasons,
however, for wanting ulterior motives to remain undetected. Don
Giovanni sings to Zerlina, “La ci darem la mano”. The semantic
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meaning of the utterance and its force (entreaty) seem clear
enough, but of his ulterior aims he wants her to grasp only
the most obvious, that she should give him her hand. Like a liar,
he cannot afford to have his leading intention known.

It is perhaps obvious that ulterior purposes can be as complex
as our thoughts about the relations between means and ends can
make them. It is only a little less obvious that semantic intentions
can be equally complicated. Thersites, looking at Ajax, says
to Achilles, “. .. whomsoever you take him to be, he is Aja.x.”5
To point out only what is obvious: Thersites intends his words to
be taken as literally meaning that whatever Achilles may think,
the person in front of him is Ajax. Since Achilles of course knows
this (“I know that, fool”), Thersites is not asserting that this
is Ajax, but that Ajax is absurd beyond further description.
(“Ay, but that fool knows not himself.”) The proposition
Thersites asserts is not the proposition his words express. This is
a mild case of what Grice calls “implicature”—something which
the circumstances make clear the speaker intends to convey. The
potential ambiguity which Thersites brings out in Achilles’ reply
(since the comma in “I know that, fool” can’t be spoken) is
probably not intended by Achilles, but it does focus attention on
the implicature in Thersites’ first remark. The playwright wants us
to catch what he may want us to think Achilles doesn’t.

I have just spoken as if the distinction between the proposition
expressed by a sentence and what is asserted by using the sentence
were obvious. But sentences express something only as used on
particular occasions, and what they express depends, among
other things, on the intentions of the speaker or writer. How do
the intentions of the author of a linguistic act allow us to dis-
tinguish between what her words convey and what she intends to
convey by using them? Grice has given us some subtle and con-
vincing principles for making this distinction in the case of certain
sorts of implicature, but it is not clear that these principles are
designed to handle the gamut of examples we find in literature,
nor, surprisingly enough, are the principles based on the inten-
tions of the speaker.® Fortunately, however, there is a simple
principle which will serve our present purposes.

5 Shakespeare, Troilus and Cressida, Act 11, scene L,
¢ Paul Grice, “The Causal Theory of Perception”, Proceedings of the Aristotelian
Society, Supplementary Volume 35 (1961).
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Th_e intentions with which an action is done have an order: they
constitute a chain built on the relation of means to end as seen by
the agent. Thus someone moves his hand in order to move a pen
across the paper in order to write his name in order to sign a check
in order to pay a bill in order to . . . Or, someone moves her mouth
and tongue in order to form the sounds “That is an emu,” in order
to spf:ak words that will be interpreted by a hearer as true if and
on!y if an emu is salient in order to inform the hearer that a salient
object is_ an emu in order to instruct the hearer in how to identify
an emu in order to .. .. In this sequence, the first intention that has
‘to do with what words mean, or are intended to mean, is the
intention to speak words that will be assigned a certain meaning
by an interpreter. I call this the first meaning. It corresponds
roughly to what is sometimes called literal meaning, but since this
!atter phrase has associations 1 do not want I have coined my own
jargon.

Tl_le usefulness of the concept of first meaning emerges when we
consider cases where what is stated or implied differs from what
the words mean. “Sometime too hot the eye of heaven shines”
means that the sun sometimes shines too brightly. But the first
meaning of “the eye of heaven” purports to refer to the one
and only eye of heaven. We can tell this because Shakespeare
(we assume) intended to use words that would be recognized by
a I:eader to refer to the one and only eye of heaven (if such a thing
existed) in order to prompt the reader to understand that he
meant the sun. We may wish to use the word “meaning” for both
the first meaning and what the metaphor carries us to, but only
the first meaning has a systematic place in the language of the
author.’

First meaning is first in two related respects: it comes first in the
order of the speaker’s or the writer’s semantic intentions, and it is
the necessary basis for all further investigations into what words,
as used on an occasion, mean. You do not begin to grasp what
Shakespeare meant by “the eye of heaven” if you do not know the
ordinary meaning of “eye”; and Shakespeare intended you to
understand his metaphor by way of your understanding of the

7 o " -
In my essay ‘What _Mctaphors Mean”, Essay 17 in Inquiries into Truth and
Interpretation, 1 was foolishly stubborn about the word meaning when all I cared
about was the primacy of first meaning.
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ordinary meanings of his words. The dependence of other
meanings or implicatures on first meaning should not be taken to
suggest that given the first meaning the rest follows. “He was
burned up” has (let us say) an unambiguous first meaning, but
what it implies depends on the context. When Herrick speaks of
the liquefaction of Julia’s clothes, how do we know the clothes
didn’t fall into a vat of acid?

Similarly, first meaning and what it may in specific circum-
stances implicate are not enough to fix the force of an utterance or
writing. Indeed, force and first meaning are entirely independent,
a fact which literature makes particularly clear. H. L. A. Hart
once suggested that in a sense the use of language in fiction is a
“calculated abuse”.® But what is being abused? We may say that
the liar abuses language, but this does not mean it is the language
which is badly used, but the victim. The victim of a successful lie
understands the liar’s words perfectly, both the first meaning and
the force (assertion); what he gets wrong is an ulterior motive.
Unless the liar may mean the same thing by his words as the
honest man, it would be impossible to tell a lie, for to be under-
stood would be to be unmasked.

Of course the fiction writer does not, in general at any rate, aim
to deceive his readers. But neither does he pretend to use language:
using language in play is not playing at using language. There are
a few things I can pretend, for example that 1 can speak Tagalog,
by pretending to use language, but I certainly cannot pretend,
by only pretending to use language, that Oedipus killed Laius. But
even this is a strained sense of pretense. The storyteller does not,
like the liar, normally misrepresent his beliefs. He does not assert
that Oedipus killed Laius. At most he pretends to assert it.

There are cases where we have trouble telling whether a work is
fiction. On the page following the title page of the Modern Library
edition of E. E. Cummings’ The Enormous Room I read, “A note
on the author of The Enormous Room. During the war Edward
Estlin Cummings enlisted in the Norton-Harjes Ambulance Corps.
With no charge against him, he was confined in a concentration
camp in La Ferté Macé, France. It was there that he gathered
material for his first and most successful book.” In a Foreword,
Cummings’ father writes of the trouble he had in locating and finally

8 “A Logician’s Fairy Tale”, Philosophical Review, 60 (1951), p. 204.
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freeing his son. The first sentence of the book reads, in part, “We
had succeeded, my friend B. and I, in dispensing with almost three
of our six months’ engagement as Conducteurs Volontaires, . ..
had just finished the unlovely job of cleaning and greasing. . . the
own private flivver of . .. a gentleman by the convenient name of
Mr. A.” How much here is true, or intended to be taken as true?
Is the Foreword really by Cummings’ father, or is that part of
the story? Surely no one was named “B.” or “Mr. A.” The simple
point is that nothing that is said in the book can determine the
force of these sentences. After all, the Preface of Moll Flanders
begins, “The world is so taken up of late with novels and
romances, that it will be hard for a private history to be taken as
genuine, where the names and other circumstances of the person
are concealed.” Should we say it is not really history if the names
are altered? Of course not. But then we must apparently reject the
popular view that proper names refer to a person only if their
causal history ties them back to something like a christening.

Proper names are a problem whether we come at them from the
point of view of sober fact-stating or of fiction. Seen from the
former angle it seems natural to claim that if a name fails to refer it
simply lacks a sense—a sentence that contains such a name fails to
say anything, fails to express a proposition, while when studied
in the footlights of fiction we feel compelled to assign as full
a meaning to sentences with names of fictional characters as
to any sentence. “Was Bloom married?” Yes, to Molly Bloom.
“Was Bloom a real person?” No, of course not. Both answers
can’t be true; but neither questions nor answers would make sense
if non-referring names had no meaning.

This is not the place to propose a detailed theory of the
semantics of proper names. But I do want to insist on a principle
to which any correct theory must conform: a meaning which can
be grasped without knowledge of whether it was generated in the
context of history or of fiction cannot depend on that context.
Of course our response to a work may differ according as we think
of it as fact or fiction, and it may differ according as we think of
it as intended as fact or fiction (not quite the same question). This
difference in response is appropriate, of course: if we are asking
directions to the next town, or studying the sexual mores of the
natives, we care whether our “informant” is spinning a tale or
giving us the real dope. But our concern is pointless if we have not
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already understood the words. If we apply this simple thought to
the case of proper names, I think we should reverse the usual
strategy of making the referring use of names primary a:}d tl}e
non-referring use a play or pretend use. Using names in fiction is,
as I said, a real use of language; so how names function in stories
not only can, but must, be how they function elsewhere. (This is
not to deny that we might never have come to understand the
function of proper names if we had not been exposed to cases in
which names had a reference.) ]

I have been stressing the structured hierarchy of intentions with
which sentences are spoken or written in part because it seems to
me many debates concerning the relevance of intention to the
interpretation of literary texts overlook the differences among
these intentions. It is time to turn to the larger picture in which
those intentions play their parts.

We would not have a language, or the thoughts that depend on
language (which comprise all beliefs, desires, hopes, expectations,
intentions, and other attitudes that have propositional content),
if there were not others who understood us and whom we under-
stood; and such mutual understanding requires a world shared
both causally and conceptually. I have argued for the primacy of
this triangular relation at some length elsewhere,’ and it is well
explained by several of the contributors to this book. _lnter—
subjective interaction with the world is a necessary copditlop qf
our possession of the concepts of truth and objectivity; this is
why I reject as unintelligible most forms of skepticism and of
conceptual relativism. The triangle comes directly into play when
two (or more) creatures react simultaneously to a common
stimulus in the world and to each other’s reactions. This is the
causal nexus that must exist before there can be answers to the
questions, what is the relevant stimulus of the response? and, when
are stimuli or responses similar? Much more is required for a
complex of such relations to constitute the sort of communication
we call language, but no less will do. The triangle models the
primitive situation in which we take the first steps into language,

9 See my “Meaning, Truth and Evidence”, in Perspectives on Quine, ed. R. Barrett
and R. Gibson, Oxford: Basil Blackwell, 1990- [Ch. 4 above], “Epistemology
Externalized”, Dialectica, 45 (1991), pp. 191-202; and “Three Varieties of Know-
ledge™, in A. J. Ayer: Memorial Essays, Royal Institute of Philosophy Supplement
no. 30, ed. A. Phillips Griffiths, Cambridge University Press, 1991.
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or begin decoding a totally alien language. It is easiest to think of
its operation where there is a teacher (or informant) and a learner
(or student), but it must apply also to the origins of language and
to the most ordinary conversations.

The objectification of parts and aspects of the world which is
made possible by intersubjective triangulation is appropriate to
the origins of language and to what I have called radical inter-
pretation. But how does the primordial triangle bear on literature?
On the one hand it is clear enough that the elements of the triangle
remain; there are the writer, his audience, and a common back-
ground. But the distances between the elements have lengthened,
the connections have become attenuated and obscure.

Modification of the primal triangle set in almost at the start of
language learning. What begins with mutually observed reactions
to mutually observed phenomena soon graduates to something
more useful: the “speaker” observes the object or event (a snake
approaches), and the “hearer”, screened in one way or another
from the snake, reacts to the speaker’s reaction to the snake as he
normally would to a snake. The communicative triangle triumphs
over the loss of the direct causal relation between hearer and
snake. Causal connections further attenuate: the hearer or learner
masters words in the absence of the relevant objects, by connecting
the words with ones mastered more directly. Thus learn to apply
“dog” and “picture of a dog” in the presence of the objects,
and you may understand “armadillo” by seeing a picture of an
armadillo. More subtle but familiar devices allow us to give con-
tent to words and phrases that apply to objects and situations
beyond the range of the senses, or remote in space and time. But
without direct causal ties of language to the world at some points'®
no words would have a content—there would be no language.

In writing the deictic and demonstrative machinery so readily
available in speech cannot in the same way complete the triangle
that relates writer, reader, and object or event or time. Ostension,
which often serves to relate names and faces, or to help introduce
a new color or sound or category, has no immediate analogue in
writing. Writing has its ways, however, of establishing ties
between writer’s intentions, reader, and the world. A personal

19 No particular points are essential; different direct connections lead speakers by
different routes into the same language.
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letter can take advantage of a world of established mutual
connections; a set of instructions can make demonstratwe.use
of diagrams or of the apparatus to be assembled. Posted signs
(“No dumping”, “Dangerous curves”, “Grasp _the handrail”,
“Trailhead”) simply elide the obvious demonstrative refefcnce to
time, place, or direction which is supplied by the locaqon and
orientation of the sign. Such props are not in general ava.llable to
literature, but others are. Almost all connected \_vritmg that
involves more than a few sentences depends on deictic references
to its own text. The linear sequence of words and sentences often
indicates the temporal order in which events are represented as
occurring. A vast network of anaphoric references connects parts
of a text to each other through the use of pronouns, demonstra-
tive adjectives, tense, and parataxis.' ‘

Most of the words in a literary work have an ordinary exten-
sion in the world. Predicates, adjectives, verbs, common nouns,
and adverbs do not lose their normal ties to real objects'and events
when they are employed in fiction; they could suffer this loss only
if their meanings changed, and if their meanings changed we
wouldn’t understand them.'? More puzzling, as I noted, is the use
of proper names. Some proper names in fiction clearly fai]_ to
refer, and though this is a troubling semantic phenomenon, 1t 1s
no more puzzling in fiction than in other contexts. What shquld
we say, though, of names that have a reference if they appearin a
newspaper when they are employed in an historical novel, or of
invented names in a roman a clef? In Trollope’s Phineas Phinn,
do “Daubeny” and “Gresham” refer to Disraeli and Gladstone?
The Daily Telegraph chastised Trollope for putting real politi-
cians in his novels, and particularly criticized his “malignant”

! 1n this paragraph I have tried to hold down overt reference in one sentence to an
earlier sentence. But the “however” makes sense only in the light of what goes before,
as does the “such props”. There are many more subtle cross references. If one spells
out the reference, the text itself always plays a role: “such props” ="props such as
those mentioned in the preceding sentence”. Anyone who doubts the ow;ryvhelnnng
frequency of such cross-textual demonstrative references should try writing a few
paragraphs without them. ) o

12°Of course a writer, like a speaker, may manage things so that in his work
we interpret a familiar word in a novel way. But this can’t be the usual situation.
We understand the word “cat”, whether in fiction or in an advertisement for cat food,
if we can tell a cat when we see one; the introduction of a fictional cat ip a story does
not change the list of objects to which the word applies any more than it changes the
meaning of the word.

e
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portrait of John Bright. Trollope claimed he had deliberately
avoided any likeness to the real Bright, but another reviewer
wrote that Trollope

is cruelly careful that the veriest child shall not fail to recognize his pet
aversion under the alias he has given him. With historical and needlessly
elaborate minuteness [Trollope] describes his robustness, age, hair, height,
gait, complexion, eyes, nose, lips, coat, trousers, and waistcoat . . . [The
future historian may refer to [this novel] to discover what was the
material of which Mr. Bright’s waistcoats were made.'?

Damon Runyon calls a newspaper writer “Waldo Winchester”
(Walter Winchell), a restaurant “Mindy’s” (Lindy’s), and a street
“Broadway” in a place he calls “Manhattan”. But according to
T. J. Binyon, “to imagine that Runyon'’s stories have anything to
do with realitr betrays a grotesque misunderstanding of the
nature of art”.'*

It depends on what you mean by having “anything to do with
reality”; but the issue I raise is, it may seem, more parochial: it is
whether the names refer to real people and places. I raise the issue
not in order to provide an answer, but to remark that the defense
of whatever answer is offered must depend on two matters: the
intentions of the author, and the relevance of those intentions to
the correct interpretation of the text. The former concern matters
of fact, the latter matters for decision, aesthetic and otherwise.
It is an empirical question, however difficult or easy it may be
to decide, whether Trollope intended his readers to take his
“Turnbull” to refer to Bright (in this case it doesn’t seem hard
to decide). But even this intention isn’t completely without its
shadows. Which readers? Perhaps the veriest child—but surely
only those reasonably in the know. Did Trollope have me in
mind? If so, his intention failed until I recently learned more
about the politics that interested Trollope. If Homer intended his
audience to take his “Troy” to refer to a real place, his intention
misfired for many centuries until Schliemann came along.

In any case, the intention by their originator that an utterance
or writing be interpreted in a certain way is only a necessary

'* This material is from Trollope: a Biography, N. John Hall, Oxford University
Press, 1991, pp. 336f.

'* From Binyon’s review of Damon Runyon: a Life by Yimmy Breslin, Hodder &
Stoughton, London, 1992, in The Times Literary Supplement, March 20, 1992,
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condition for that being their correct interpretation; it is also
necessary that the intention be reasonable. It would have been
unreasonable of Trollope, if he gave it a moment’s thought,
to expect a reader unversed in the history of English politics and
more than a hundred years later to have the key to his names.
Joyce, annoyed that his readers didn’t spot the analogies between
his and Homer’s Ulysses, spilled the beans to Frank Budgeonina
successful attempt to provide a hint his work had not. Here we
come up hard against the questions what intentions an author
really has and what it is “reasonable” for him to think his readers
will make of his text. The questions are directly related, since one
can only intend what one believes he has a chance of bringing off;
and the issue ramifies in literature as the proposed or imagined
audience fragments in time, place, background, education,
politics, and taste. At the same time, matters of fact about an
author’s intentions begin to depend in part on our judgment as to
how reasonable those intentions were.

Joyce’s desire to have his work read in the light of a tradition
brings out a contrast between much literature and other uses of
writing. The writers of proclamations, warnings, declarations of
war, writs of habeas corpus, sales catalogues, and political
broadsides usually have a pretty good idea of the background
knowledge and level of learning of their audiences; by comparison
a novelist or poet can take relatively little detailed information
about the everyday world for granted. But it is reasonable of the
novelist or poet to assume that her reader has read other novels or
poems in the same language, just as it is reasonable (usually) to
assume that the reader has read the first half of a work of fiction
before he reads the second half. Thus literature itself provides an
important part of the background an author is apt to assume she
shares with her audience. Other books help constitute the world
which completes the triangle of author and reader, just as prior
conversations provide much of what speaker and hearer depend
on for good communication. A related idea is expressed as a
constraint on interpretation by T. S. Eliot in “Tradition and
Individual Talent”:

No poet, no artist of any art, has his complete meaning alone. His
significance, his appreciation is the appreciation of his relation to the
dead poets and artists. You cannot value him alone; you must set him,
for contrast and comparison, among the dead.
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I have been concentrating on first meaning and the intentions
which most directly affect it, but this should not obscure the fact
that there are endless further intentions an author is sure to have.
} am not much interested in the question which if any of these
intentions are aesthetically relevant. I see little gain in legislation
here, or in the kind of rhetoric which can “make” some critic’s
preferred standards “correct” by persuading others to go along.
On the other hand, I see much advantage in admitting the
potential contribution to the appreciation of his work of almost
anything that can be learned about an author’s life and interests.
_I take Freud to have been right in a sense he may not quite have
intended when he wrote in The Interpretation of Dreams,

All genuinely creative writings are the product of more than a single
motive and more than a single impulse in the poet’s mind, and are open
to more than a single interpretation.

Should we then agree with Gadamer when he says that what
the text means changes as the audience changes: “A text is
understood only if it is understood in a different way every
time”?"® 1 think not. There can be multiple interpretations, as
Freud suggests, because there is no reason to say one rules out
others. Gadamer has in mind incompatible interpretations. It is
true that every person, every age, every culture will make what it
can of a text; and persons, periods, and cultures differ. But how
can a significant relativism follow from a truism? If you and I try
to compare notes on our interpretation of a text we can do this
only to the extent that we have or can establish a broad basis of
agreement. If what we share provides a common standard of truth
and objectivity, difference of opinion makes sense. But relativism

about standards requires what there cannot be, a position beyond
all standards.

’Szga}ns-ccorg Gadamer, Truth and Method, Crossroad, New York, 1975,
PP. ;
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1 3 Thinking Causes

In 1970 I proposed a theory about the relation between the mental
and the physical that I called Anomalous Monism (AM).! AM
holds that mental entities (particular time and space-bound
objects and events) are physical entities, but that mental concepts
are not reducible by definition or natural law to physical concepts.
The position is, in a general way, familiar: it endorses ontological
reduction, but eschews conceptual reduction. What was new was
the argument, which purported to derive AM from three pre-
mises, namely, (1) that mental events are causally related to
physical events, (2) that singular causal relations are backed bg
strict laws, and (3) that there are no strict psychophysical laws.
The first premise seemed to me obvious, the second true though
contested (I did not present arguments for it), and the third true
and worth arguing for. Many readers have found my arguments
against the existence of strict psychophysical laws obscure; others
have decided the three premises are mutually inconsistent. But the
complaints have most often been summed up by saying that AM
makes the mental causally inert. The criticisms are connected: if
AM makes the mental causally inert, then AM apparently implies
the falsity of the first premise and hence the inconsistency of
the three premises. The third premise seems to many critics the
relevant offender, so they urge that it should be dropped.

In this paper I attempt three things: first, to defend AM against
misunderstandings and misrepresentations. This will involve
some clarification, and perhaps modification, of the original

! “Mental Events”, 1970, reprinted in Essays on Actions and Events (Oxford
University Press, 1980).

2 This summary simplifies the original thesis and argument. Those not familiar
with “Mental Events” should consult it for caveats and additional assumptions.
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thesis. Second, I want to maintain that the three premises from
which I argue to AM are consistent when taken together, and so
AM is a tenable thesis (it is weaker than the premises). Third,
I shall say why I do not think AM makes the mental causally
powerless. I do not plan here to argue for the truth of AM or the
premises on which it rests.

In “Mental Events” I endorsed the idea that mental concepts® are
supervenient, in a sense I explained, on physical concepts. I thought
this would make it clear that, contrary to first impressions, AM and
its entailing premises were after all consistent. So what I am
defending in this paper is in effect not only AM itself, but AM in
conjunction with the three premises and the doctrine of superveni-
ence. (In what follows, I shall abbreviate the expression “anomalous
monism conjoined with premises (1)2)” by “AM +P”; “AM +
P + S” will mean supervenience in addition to AM +P.)

When 1 wrote “Mental Events” I thought I knew that
G. E. Moore had used the word “supervenience” to describe the
relation between evaluative terms like “good” and descriptive terms
like “sharp” or “inexpensive” or “pleasure producing”. Moore’s
idea seemed clear enough: something is good only because it has
properties that can be specified in descriptive terms, but goodness
can’t be reduced to a descriptive property. In fact, Moore
apparently never used the word “supervenient”. I had probably
found the word in R. M. Hare’s The Language of Morals, and
applied it, as he had, to Moore. (Hare has since complained that
I got the concept wrong: for him supervenience implies a form of
what I call nomological reduction.*) In any case, the idea I had in

3 In the present paper I do not distinguish concepts from properties or predicates,
except to the extent that I allow that physics may well come to require predicates not
now available.

4 R. M. Hare, “Supervenience”, The Aristotelian Society Supplementary Volume
LVIII, 1984. Hare says,

...supervenience brings with it the claim that there is some ‘law’ which binds
what supervenes to what it supervenes upon...what supervenience requires is
that what supervenes is seen as an instance of some universal proposition linking it
with what it supervenes upon. (Op. cit., p. 3)

But so far as I can see, Hare’s characterization of supervenience, on the page before
the one from which the above quotation is taken, does not imply the existence of laws
or law-like generalizations linking what supervenes to what it supervenes on. Hare
compares his version of supervenience with Kim’s “weak” supervenience, but Kim
himself (correctly, I think) finds my version of supervenience very close to his “weak”
supervenience, and as not entailing connecting laws.
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mind is, I think, most economically expressed as follows: a pre-
dicate p is supervenient on a set of predicates S if and only if p
does not distinguish any entities that cannot be distinguished
by S.> Supervenience so understood obviously applies in an
uninteresting sense to cases where p belongs to S, to cases where p
is explicitly definable by means of the predicates in S, and to cases
where there is a Jaw to the effect that the extension of p is identical
with the extension of a predicate definable in terms of the predicates
in S. Theinteresting cases are those where p resists any of these forms
of reduction. I gave as a non-controversial example of an interest-
ing case the supervenience of semantic predicates on syntactical
predicates: a truth predicate for a language cannot distinguish
any sentences not distinguishable in purely syntactical terms, but
for most languages truth is not definable in such terms. The example
gives one possible meaning to the idea that truths expressible by
the subvenient predicates “determine” the extension of the super-
venient predicate, or that the extension of the supervenient pre-
dicate “depends” on the extensions of the subvenient predicates.

How can the possibility of a supervenient relation between the
mental and the physical help to show that AM (or AM +P) is
consistent, since supervenience says nothing about causality? The
answer is simple: supervenience in any form implies monism; but
it does not imply either definitional or nomological reduction.
So if (non-reductive) supervenience is consistent (as the syntax—
semantics example proves it is), so is AM. But supervenience is
also consistent with premises (1) and (2), which are not implied by
AM, since (1) and (2) concern causality, and supervenience says
nothing about causality.

It is difficult, then, to see how AM + P together with super-
venience can imply a contradiction. So it surprised me to read in

3 In “Mental Events” I said the supervenience of the mental on the physical “might
be taken to mean that there cannot be two events alike in all physical respects but
differing in some mental respect”. I intended this to be equivalent to the present
formulation, but apparently it is easily misunderstood In answer to a question about
“Mental Events”, I gave an unambiguous definition of supervenience which is clearly
equivalent to the present one: a predicate p is supervenient on a set of predicates § if
for every pair of objects such that p is true of one and not of the other there is a
predicate in S that is true of one and not of the other. I suggested that it is a common
fallacy in philosophy (of which the naturalistic fallacy is an example) to switch the
order of the quantifiers in this formula. See “Replies to Essays X-XII”, in Essays
on Davidson: Actions and Events, ed. B. Vermazen and M. B. Hintikka (Oxford
University Press, 1985), p. 242.
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a recent article by Jaegwon Kim that not only are the premises
of AM inconsistent with one another, but “the notion of super-
venience Davidson favors” is also inconsistent with the first
premise of AM.°

Let us look at these supposed inconsistencies. According to Kim,

The fact is that under Davidson’s anomalous monism, mentality does no
causal work. Remember: on anomalous monism, events are causes only
as they instantiate physical laws, and this means that an event’s mental
properties make no causal difference. And to suppose that altering an
event’s mental properties would also alter its physical properties and
thereby affect its causal relations is to suppose that psychophysical
anomalism, a cardinal tenet of anomalous monism, is false.

Of course, if “mentality does no causal work” means that mental
events do not enter into causal relations, the first premise of AM is
false, for it says mental events cause, and are caused by, physical
events. This is not enough to prove AM itself inconsistent, but it
certainly would show the three premises of AM inconsistent with
one another. And if Kim’s last sentence quoted above is correct,
then AM is inconsistent with any form of supervenience.

Why does Kim think AM + P + S is inconsistent? At least part
of the answer is contained in the sentence in which Kim asks us
to “remember” what he thinks is a feature of AM + P; and here
I believe Kim speaks for many of the critics of my position. What
Kim asks us to “remember” is that “on anomalous monism,
events are causes only as they instantiate laws”. This is not
anything I have claimed. I could not have claimed it, since given
my concept of events and of causality, it makes no sense to speak
of an event being a cause “as” anything at all. AM+P+S is
formulated on the assumption that events are non-abstract parti-
culars, and that causal relations are extensional relations between
such events. In his article, Kim does not dispute these two theses.
But there is then no room for a concept of “cause as” which would
make causality a relation among three or four entities rather than
between two. On the view of events and causality assumed here,” it
makes no more sense to say event ¢ caused event e as instantiating

6 Jaegwon Kim, “The Myth of Nonreductive Materialism”, Proceedings and
Addresses of the American Philosophical Association, Lxi, 1989, pp. 31-47.

7 Op. cit., p. 35.

8 This view is spelled out in detail in the articles in the second part of Essays on
Actions and Events (Oxford University Press, 1980).
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law / than it makes to say a weighs less than b as belonging to
sort s. If causality is a relation between events, it holds between
them no matter how they are described. So there can be descrip-
tions of two events (physical descriptions) which allow us to
deduce from a law that if the first event occurred the second
would occur, and other descriptions (mental descriptions) of
the same events which invite no such inference. We can say, if we
please (though I do not think this is a happy way of putting the
point), that events instantiate a law only as described in one
way rather than another, but we cannot say that an event caused
another only as described. Redescribing an event cannot change
what it causes, or change the event’s causal efficacy. Events,
unlike agents, do not care how what they cause is described: an
agent may kill a bird because she wanted to perform an action
that could be described as “my killing of that bird”. But her killing
of the bird might have been identical with her killing of the goose
that laid the golden egg though “My killing of the goose that laid
the golden egg” may have been the last description she wanted to
have describe an action of hers.

Kim thinks that AM + P cannot remain consistently anom-
alous if it holds that altering an event’s mental properties would
also alter its physical properties. This seems to be a mistake.
AM +P+S (which includes supervenience) does hold that
altering an event’s mental properties would also alter its physical
properties. But supervenience does not imply the existence of
psychophysical laws. To see this, it is only necessary to recognize
that although supervenience entails that any change in a mental
property p of a particular event e will be accompanied by a change
in the physical properties of e, it does not entail that a change in
p in other events will be accompanied by an identical change in the
physical properties of those other events. Only the latter entail-
ment would conflict with AM +P.

The definition of supervenience implies that a change in mental
properties is always accompanied by a change in physical prop-
erties, but it does not imply that the same physical properties
change with the same mental properties. Supervenience implies
the first, because if a change in a mental property were not
accompanied by a change in physical properties, there would be
two events distinguished by their mental properties that were not
distinguished by their physical properties, and supervenience,
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as I defined it, rules this out. Kim says supervenience “is best
regarded as independent” of the thesis of AM + P. This is true in
the sense that neither supervenience nor AM + P entails the other.
But it is not true that the consistency of supervenience is irrelevant
to the consistency of AM+P since, as I just argued, super-
venience helps not only in showing that AM + P is consistent, but
also that there is a version of AM + P that gives a plausible picture
of the relation between the mental and the physical. Kim may
have made this remark because he mistakenly thinks that my
“weak” version of supervenience entails that “the removal of
all mental properties from events of this world would have no
consequence whatever on how physical properties are distributed
over them”.’ In fact supervenience entails the reverse. For con-
sider two events with the same physical properties, but one with
some mental property and the other with that property removed.
These cannot be the same event, since one has a property the other
lacks. But then contrary to the definition of supervenience, mental
properties would distinguish two events not distinguished by their
physical properties.

But the point seems clear enough whatever one wants to say
about supervenience: if causal relations and causal powers inhere
in particular events and objects, then the way those events and
objects are described, and the properties we happen to employ to
pick them out or characterize them, cannot affect what they

cause. Naming the American invasion of Panama “Operation

Just Cause” does not alter the consequences of the event.

So far I have said little about laws because laws are not
mentioned in the definition of supervenience, and the logical
possibility of supervenience is important in establishing the con-
sistency of AM + P. But of course the thesis that there are no strict
psychophysical laws is one of the premises on the basis of which
I argued for AM. So even if AM is consistent, there is a question
whether the denial of such laws somehow undermines the claim
that mental events are causally efficacious. I say “somehow” since
it would seem that the efficacy of an event cannot depend on how
the event is described, while whether an event can be called
mental, or can be said to fall under a law, depends entirely on how
the event can be described.

® Op. cit., p. 35, note 8,
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Let me digress briefly. The second assumption from which
I argued to AM was that if two events are related as cause and
effect, there must be a law that covers the case. In “Mental
Events” I explained in some detail what I meant by a law in this
context, and what I meant by “covering”. A law (formulated in
some language) covers a case if the law, conjoined with a sentence
that says the event (described appropriately) occurred, entails a
sentence that asserts the existence of the effect (appropriately
described). I made clear that what I was calling a law in this
context was something that one could at best hope to find in a
developed physics: a generalization that not only was “lawlike”
and true, but was as deterministic as nature can be found to be,
was free from caveats and ceteris paribus clauses; that could,
therefore, be viewed as treating the universe as a closed system.
[ stressed that it was only laws of this kind (which I called “strict”
laws) that I was arguing could not cover events when those events
were described in the mental vocabulary. I allowed that there are
not, and perhaps could not be expected to be, laws of this sort in
the special sciences. Most, if not all, of the practical knowledge
that we (or engineers, chemists, geneticists, geologists) have that
?“DWS us to explain and predict ordinary happenings does not
involve strict laws. The best descriptions we are able to give of
most events are not descriptions that fall under, or will ever fall
under, strict laws.'®

There are two reasons for reminding those interested in AM (or
AM +P or AM +P+8) of these facts. The first is simply that
much of the criticism of AM + P has ignored the distinction I
painfully spelled out in “Mental Events” between the “strict” laws
I think exist covering singular causal relations and the less than
strict laws that can be couched in mental terms. Thus Kim, in the
article I mentioned, begins by saying correctly that AM + P denies
that there are precise or strict laws about mental events, but goes
on to criticize AM+ P for maintaining that “the mental is

' “Mental Events”, pp. 216-23. There I said, “I suppose most of our practical lore
(and science) is heteronomic [i.e., not in the form of strict laws, and not reducible to
such]. This is because a law can hope to be precise, explicit, and as exceptionless as
possible only if it draws its concepts from a comprehensive closed theory”, p. 219.
Also see pp. 242-52 in Essays on Davidson: Actions and Events, ed. Vermazen and
Hintikka, and pp. 41-8 of “Problems in the Explanation of Action”, in Metaphysics
and Mordlity, ed. P. Pettit, R. Sylvan, and J. Norman, (Oxford: Blackwell, 1987).



192 Anomalous Monism

anomalous not only in that there are no laws relating mental
events to other mental events but none relating them to physical
events either”.!! In fact I have repeatedly said that if you want to
call certain undeniably important regularities laws—the familiar
regularities that link the mental with the mental (as formulated,
for example in decision theory) or the mental with the physical—I
have no objection; I merely say these are not, and cannot be
reduced to, strict laws.

Because he ignores the distinction between strict laws and other
sorts of regularities, it is by no means clear that Kim really holds
views at odds with AM + P. Kim maintains, plausibly it seems to
me, that any satisfactory account of the relation between the
mental and the physical must permit appeal to “local correlations
and dependencies between specific mental and physical pro-
perties”. But then he adds,

The trouble is that once we begin talking about correlations and
dependencies between specific psychological and physical properties, we
are in effect talking about psychophysical laws, and these laws raise the
specter of unwanted physical reductionism. Where there are psycho-
physical laws, there is always the threat, or promise, of psychophysical
reduction.’

But if the laws are not strict, the threat is averted, and the promise
false. Kim offers no reason to think the laws can be strict; I have
given arguments (which he does not mention or discuss in this
article'*) why I think they cannot. It is not clear that Kim has
come to grips with AM +P.

Kim is by no means the only critic of AM + P to fail to notice
the crucial importance of the distinction between strict and non-
strict laws. Thus J. A. Fodor writes that he is going to defend the
view that intentional (mental) properties are “causally respon-
sible” and that there are “intentional causal laws. . .contrary to
the doctrine called ‘anomalous monism’ ”. His defense is that in
common sense and in many (all?) of the “special” sciences, there
are plenty of laws that are far from strict. He cites as an example
of a law in geology that mountains are apt to have snow on them;

" Op. cit., p. 33. 12 Op. cit., p. 42.

13 Elsewhere, however, Kim has given a sympathetic account of my arguments.
See his article “Psychophysical Laws” in Actions and Events: Perspectives on the
Philosophy of Donald Davidson, ed. E. Lepore and B. McLaughlin (Oxford: Blackwell,
1985).
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it is because Mt. Everest is a mountain that it has snow on it."* But
as | have just pointed out, this defense of the causal efficacy of the
mental is consistent with AM + P.

Itisa question whether others who have attacked AM + P have
taken the distinction between types of regularity fully into
account. Fred Dretske has also maintained that AM + P makes
the mental causally inert, but he has never claimed that there are
strict psychophysical laws. There is thus no clear reason to believe
that the sort of account he wants to offer of how the mental causes
the physical is itself inconsistent with AM + P. I don’t think his
account succeeds; but that is another matter. Dagfinn Follesdal
has also thought there must be psychophysical laws; but he gives
as an example of such a “law”, “Any severely dehydrated person
who drinks water will improve”.'> AM + P does not rule out such
laws, for such a law is obviously far from strict, and it is not likely
that it can be made truly exceptionless.

The second reason for paying attention to the distinction
between the laws of an ideal physics and other generalizations
(whether or not we call them laws) has to do with the logic of the
argument that leads from the premises to AM. The argument does
not depend on the claim that there are no psychophysical laws: the
argument demands only that there are no laws that (i) contain
psychgcizgical terms that cannot be eliminated from the laws
nor reduced to the vocabulary of physics and (ii) that have the
features of lacking ceteris paribus clauses and of belonging to
a closed system like the laws of a finished physics. In other words,
I argued from the assumptions that mental events are causally

14 3. A. Fodor, “Making Mind Matter More”, Philosophical Studies, XVII (1989),
pp. 59-80. The argument Fodor gives here is, though he does not realize it, a defense
of AM, since he argues that although there may be no strict laws in geology, this does
not show that such properties as being a mountain are not causally efficacious. As he
says, to suppose that the lack of such strict laws makes geological properties
epiphenominal is absurd: “there are likely to be parallel arguments that all properties
are inert excepting only those expressed by the vocabulary of physics.” 1 think this is
exactly right if one adds, “expressible in the vocabulary of physics or in a vocabulary
definitionally or nomologically reducible to the vocabulary of physics”.

The same point is made in Fodor’s Psychesemantics (Cambridge, Mass.: MIT,
1987). There the example is “A meandering river erodes its outer banks unless, for
example, the weather changes and the river dries up”, pp. 5, 6.

15 Dagfinn Fellesdal, “Causation and Explanation: a problem in Davidson’s view
on action and mind”, in Actions and Events: Perspectives on the Philosophy of Donald
Davidson, ed. E. Lepore and B. McLaughlin (Oxford: Blackwell, 1985), p. 321.



194  Anomalous Monism

related to physical events, and that all causally related events
instantiate the laws of physics, to the conclusion that mental
events are identical with physical events: thus monism. The extent
to which mental concepts fall short of being reducible to physical
concepts measures the degree of anomaly. As far as I can see, the
positions of both Kim and Fodor on the relation between the
physical and the mental are consistent with AM and AM + P, and
it seems to me possible that the same is true of Dretske and
Follesdal.

There remains an issue, however, that separates my views from
Kim’s and perhaps also from Fodor’s. Fodor holds that mental
(or intentional) concepts can’t be reduced to the concepts of a
finished physics, so in this respect his position is that of AM + P.
Kim, on the other hand, believes in reduction. But he may simply
have different standards for reduction than I do; if this is so, our
difference on this point may be mainly verbal. But behind what
may be merely a verbal point there lies a substantive issue: both
Fodor and Kim seem to think that unless there are psycho-
physical laws of some sort, the mental would have been shown to
be powerless. I think the reasoning that leads them (and others)
to this conclusion is confused.

Let’s be clear about what is at stake. At this point I am not
concerned with the question whether or not there are psycho-
physical laws. In the sense in which Kim and Fodor think there
are laws linking mental and physical concepts, I also think there
are laws; what I have claimed is that such laws are not strict, and
that mental concepts are not reducible by definition or by strict
“bridging” laws to physical concepts. But unlike my critics, I do
not think it would prove that the mental is causally inert even if
there were no psychophysical laws of any kind.

Suppose I create a table in which all the entries are definite
descriptions of one sort or another of events. I refer to the events
by giving the column and the row where the description is to be
found: column 179 row 1044 for example is the event of my
writing this sentence. Let us call the events listed in the table
“Table Events”. The vocabulary needed to describe (needed to
provide a definite description of ) each event is just the vocabulary
needed to pick out the column and row. These events have their
causes and effects: for example event 179-1044 caused a certain
rearrangement of electric flows in the random access memory
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of my computer. There are, I imagine, no interesting tablophysical
laws whatever, that is, laws linking events described in the table
language and events described in the vocabulary of physics. Yet this
fact does not show that table events are not causally efficacious.

It will be retorted that it is simply irrelevant to the causal
efficacy of table events that they are table events—that they are
described in the table vocabulary. This is true. But it is also
irrelevant to the causal efficacy of physical events that they can be
described in the physical vocabulary. It is events that have the
power to change things, not our various ways of describing them.
Since the fact that an event is a mental event, i.e., that it can be
described in a psychological vocabulary, can make no difference
to the causes and effects of that event, it makes no sense to
suppose that describing it in the psychological vocabulary might
deprive the event of its potency. An event, mental or physical, by
any other name smells just as strong.

The point seems so simple and so clear that it is hard to see how
it can be doubted. Suppose Magellan notices that there are rocks
ahead, an event that, through the intervening events of his
uttering orders to the helmsman, etc., causes the ship to alter
course. Magellan’s noticing is a mental event, and it is causally
efficacioys. That event is also a physical event, a change in
Magellan’s body, and describable in the vocabulary of physics.
As Jong g5 the predicates used to describe the mental event are
not strictly reducible to the predicates of physics, all this is in
accord with AM +P.

Yet according to Kim and others, AM + P implies that the
mental is causally inert: Kim asks “What role does mentality play
on Davidson’s anomalous monism ... ?”, and he answers, “None
whatever”. Why does he think this? We get a hint when he says
“...on anomalous monism, events are causes or effects only as
they instantiate physical laws”. The same idea is expressed by the
phrase “in virtue of”: mentality is causally effective only if events
are causes in virtue of their mental properties."® “Because of” has
been recruited to express the same idea. Kim has even implied that
it is my explicit view that “...it is only under its physical
description that a mental event can be seen to enter into a causal
relation with a physical event (or any other event) by being

16 See Kim, op. cit., p. 43.



196 Anomalous Monism

subsumed under a causal law”.'” Those who are familiar with the
literature will recognize other ways of putting the point: on
AM + P (so one reads) the mental does not cause anything qua
mental; the mental is not efficacious as such. This is the vein in
which Ernest Sosa writes that “The key to [Davidson’s] proposed
solution. .. is the idea that mental events enter into causal rela-
tions not as mental but only as physical”.'® Sosa does at least
recognize that this is not my way of putting things, but he does not
realize that I couldn’t put things this way. For me, it is events that
have causes and effects. Given this extensionalist view of causal
relations, it makes no literal sense, as I remarked above, to speak
of an event causing something as mental, or by virtue of its mental
properties, or as described in one way or another.

But might it not happen that the mental properties of an event
make no difference to its causal relations? Something like this is
what critics have in mind when they say that according to AM + P
the mental is inert. Of course, the idea that mental properties
make no causal difference is consistent with the view that there are
no psychophysical laws (strict or not) and with the supposition
that every singular causal relation between two events is backed
by a strict (physical) law; it is also consistent with the thesis that
mental events (i.e., events picked out by mental properties) are
causally related to physical events. So AM + P is consistent with
the (epiphenomenalist) view that the mental properties of events
make no difference to causal relations. But this is not enough to
discredit AM +P, for it does not follow that AM implies the
causal inertness of the mental. What they must show is that AM
(or AM + P) implies the impotence of mental properties, and this
I see no way of establishing.

Another way of putting the point is this: we have the makings
of a refutation of AM + P provided it can be shown that AM + P
is inconsistent with the supervenience of mental properties
on physical properties. The refutation would consist, not in
showing AM + P inconsistent, but in showing it inconsistent with
supervenience, and so with the supposition that the mental
properties of an event make a difference to its causal relations.

17 Jaegwon Kim, “Epiphenomenal and Supervenient Causation”, in Midwest Studies
in Philosophy Volume IX (Minneapolis: University of Minnesota Press, 1984), p. 267.

1% Ernest Sosa, “Mind-Body Interaction and Supervenient Causation”, in Midwes!
Studies in Philosophy Volume IX, p. 277.
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For supervenience as I have defined it does, as we have seen, imply
that if two events differ in their psychological properties, they
differ in their physical properties (which we assume to be causally
efficacious). If supervenience holds, psychological properties make
a difference to the causal relations of an event, for they matter
to the physical properties, and the physical properties matter to
causal relations. It does nothing to undermine this argument to
say “But the mental properties make a difference not as mental but
only because they make a difference to the physical properties”.
Either they make a difference or they don’t; if supervenience is true,
they do.

How might one try to show that AM + P is inconsistent with
supervenience? Kim, as we noted, thinks my version of super-
venience implies that all mental properties could be withdrawn
from the world and this would make no difference to causal
relations; but this supposition turned out to be incompatible with
my understanding of supervenience. He subsequently argues'®
that there is no plausible way to understand my brand of super-
venience because there is no plausible way to reconcile the
demands that the mental be irreducible to the physical and yet
be “dependent” on it. But clearly supervenience gives a sense
to the notidn of dependence here, enough sense anyway to show
that menta) properties make a causal difference; so unless it
can be sh that even weak supervenience is inconsistent with
AM + P, it has not been shown that AM + P makes the mental
causally inert.

Kim does have a point. Supervenience as I define it is consistent
with the conjunction of AM + P and the assumption that there are
no psychophysical laws whatever, strict or not. It is not even
slightly plausible that there are no important general causal
connections between the mental and physical properties of events.
I have always held that there are such connections; indeed much
of my writing on action is devoted to spelling out the sort of
general causal connections that are essential to our ways of
understanding, describing, explaining, and predicting actions,
what.causes them, and what they cause. But why should the
importance and ubiquity of such connections suggest that psycho-
logical concepts must be reducible to physical concepts—strictly

19 “The Myth of Nonreductive Materialism”, pp. 39-41.
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reducible? Yet the failure of strict reducibility is all that is required
to establish AM.

Why have there been so many confusions and bad arguments
in the discussion of AM, AM + P, and supervenience? The main
source of confusion, 1 think, is the fact that when it comes to
events people find it hard to keep in mind the flistinction between
types and particulars. This in turn makes it easy to conflate
singular causal connections with causal laws, and invites negl'ect
of the difference between explaining an event and simply stating
that a causal relation holds.

Of course those who have commented on AM + P cannot have
failed to notice that the argument hangs on the distinction
between particular events and types of events. But the distinction
has nevertheless proved easy to overlook. Kim, for example, asks
whether the identity of mental events with physical events solves
the problem of the causal efficacy of the mental. It does not, he
says, because what is at issue is “the causal efﬁca!::y of mental
properties of events Vis-a-vis their physical properties. Thus the
items that need to be identified are properties—that is, we woulzt{l)
need to identify mental properties with physical pr?perties.”
But properties are causally efficacious if they make a difference to
what individual events cause, and supervenience insures that
mental properties do make a difference to what mental events
cause. So why is the identity of properties required to make rlrmntal
properties causally efficacious? It isn’t; but one might think so
if one were confusing individual events with classes of events,
i.e., all those that share some property.

I sense a similar slippage in the argument when Kim introduces
what he calls “the problem of causal-explanatory exclusion”. This
is the problem, he says, that “seems to arise from the fact that a
cause, or causal explanation, of an event, when it is regarded as a
full, sufficient cause or explanation, appears to exclude other
independent purported causes or causal explanations of it”.*! The
idea is that if physics does provide such “full, sufficient” expla-
nations, there is no room for mental explanations unless these can

be (fully, strictly?) reduced to physical explanations. What can
this strange principle mean? If we consider an event that is a “full,
sufficient” cause of another event, it must, as Mill pointed out

20 Op. cit., p. 45. 2! Op. cit., p. 44.
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long ago, include everything in the universe preceding the effect
that has a causal bearing on it, some cross section of the entire
preceding light cone; and even then, if we take “sufficient”
seriously, we must assume perfect determinism. How can the
existence of such an event “exclude” other causes? It can’t, since
by definition it includes everything that could be a cause. Given
supervenience, such an event would include, as proper parts, all
relevant mental events. What has all this to do with explanation?
Well, if we ever had the laws of physics right, and we had the
appropriate physical description of an event and of some cross
section of the preceding light cone, we might be able to give a full
and sufficient explanation of the second event. How could this
exclude any other sort of explanation? It might preclude less
complete physical explanations, in the sense that we would lose
interest in them. But if mental concepts are not reducible to
physical concepts, there is no reason to suppose we would lose
interest in explanations in mental terms just because we had a
complete physical explanation. What is true, of course, is that
psychological explanations are never full and sufficient; like most
explanations, they are interest sensitive, and simply assume that a
vast nung%r of (unspecified and unspecifiable) factors that might
have intefvened between cause and effect did not. This does not
mean they are not causal explanations, nor that physical expla-
nations exclude them. It is only if we confuse causal relations,
which hold only between particulars, with causal explanations,
which, so far as they are “sufficient” must deal with laws, and so
with types of events, that we would be tcmzpted to accept the
principle of “causal-explanatory exclusion”.

Let me give one more example of what I take to be error
brought on by not taking seriously the distinction between
particular events and their types. I draw the example from an
article by Ernest Sosa; but similar examples can easily be found

2 Kim says a full, sufficient cause or explanation excludes other independent causes
or explanations; in my discussion, 1 may seem to have neglected the condition of
independence. I have, because dependence means entirely different things in the cases
of events and of explanation. Events “depend” on one another causally, and the
failure of psychophysical laws has no bearing on the question whether mental and
physical events are causally related. Explanation, on the other hand, is an intentional
concept; in explanation, dependence is geared to the ways in which things are
described. There is no reason why logically independent explanations cannot be given
of the same event (as Socrates points out in Phaedo 98 ff.).
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in the writings of Kim, Dretske, Follesdal, Honderich, Achenstein,
Stoutland, and Mark J ohnston.? Suppose, Sosa argues, that
someone is killed by a loud shot; then the loudness of the shot is
irrelevant to its causing the death. “Had the gun been equipped
with a silencer, the shot would have killed the victim just the
same.” In the same way, Sosa thinks, AM+P entails that
mental properties are irrelevant to what the events that have the
properties cause. Such examples, whether about mental causation
or physical, do not establish the conclusion. The crucial counter-
factual is fatally (sorry) ambiguous. Had the gun been equipped
with a silencer, a quiet shot, if aimed as the fatal shot was, and
otherwise relevantly similar, would no doubt have resulted in
adeath. But it would not have been the same shot as the fatal shot,
nor could the death it caused have been the same death. The
ambiguity lies in the definite description “the shot”: if “the shot”
refers to the shot that would have been fired silently, then it is true
that that shot might well have killed the victim. But if “the shot” is
supposed to refer to the original loud shot, the argument misfires,
for the same shot cannot be both loud and silent. Loudness, like
a mental property, is supervenient on basic physical propert:ies,25
and so makes a difference to what an event that has it causes.
Of course, both loud and silent (single) shots can cause a death;
but not the same death.

23 For references, see E. Lepore and B. Loewer, “Mind Matters”, The Journal of
Philosophy, LXXXIV (1984), pp. 633-4.

24 E_Sosa, “Interaction and Supervenient Causation”, p. 278.

25 1t is sometimes suggested that if we cannot make sense of the idea of an event
losing its psychological properties while remaining the same event, we are stuck with
the idea that all of an event’s properties are “essential”. I have no theory about which
properties of an event, if any, are essential, but it seems clear that to serve the
purposes of my argument, mental properties need supervene on only those physical
properties that are required for a complete causal account of the universe (i.e., that
suffice for the formulation of a closed system of “strict” laws).

*
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14 Laws and Cause

In her inaugural lecture as Professor of Philosophy in the
University of Cambridge, G. E. M. Anscombe examined the
“often declared or evidently assumed” view that

caysalily is some kind of necessary connection, or alternatively, that
being caused is—non-triviall —instancing some exceptionless general-
ization saying that such an elent always follows such antecedents.'

She complained that “the truth of this conception is hardly
debated”, and surveyed its history from Aristotle to the then
present to make her point. I have the honor of bringing up the
rear: “even Davidson”, she remarks in her last paragraph,

will say, without offering any reason at all for saying it, that a singular
causal statement implies that there is such a true universal proposition.?

In the paper to which Anscombe refers,’ I offered no reason for
saying true singular causal statements (like “The eruption of
Vesuvius in 79 A.D. caused the destruction of Pompeii”) imply the
existence of laws that cover the case, nor did I offer any in my
subsequent article “Mental Events”.* I wrote there that I was
treating this relation between the concepts of law and cause as an
assumption, observing that even someone who was dubious of the

I wish to thank David Albert and Noa Latham for their help. The central idea in
this paper has a Kantian ring, and was used by Gordon Brittan in his Kant's Theory of
Science, Princeton University Press, 1978. As he generously notes, he first heard the
idea in my classes at Stanford University.

! Causality and Determination, Cambridge University Press, 1971, p. 1.

2 Ibid., p. 29.

3 “Causal Relations”, The Journal of Philosophy, 64 (1967): 691-703. Reprinted in
Essays on Actions and Events, Oxford University Press, 1980.

4 First published in Experience and Theory, ed. L. Foster and J. W. Swanson, The
University of Massachusetts Press, 1970; reprinted in Essays on Actions and Events.
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assumption might be interested in an argument claiming to show
that the assumption, along with other commonly held (though
debated) premises, implied a form of monism—what I called
“Anomalous Monism”.

Various critics have joined me in noting that if the assumed
relation between laws and causality (which in “Mental Events”
I called, rather windily, “The Principle of the Nomological
Character of Causality”) is false, the argument for Anomalous
Monism fails, and some have enjoined me to produce a reason to
accept the assumption. Others, like Anscombe, have expressed
doubt that the assumption is true. “I have to doubt Davidson’s. ...
premise, that all pairs of events related by ‘cause’ are subsumed
under laws,” writes Jennifer Hornsby.” Ernest Sosa asks,
“Why must there always be a law to cover any causal relation
linking events x and y? What enables us to assume such a general
truth?”® Tyler Burge is more skeptical still: “I do not think it
a priori true, or even clearly a heuristic principle of science or
reason, that causal relations must be backed by any particular
kind of law.””

Burge is right that if there is a reason for holding the cause-law
thesis, the argument must in some sense be a priori, for the thesis
clearly is not a pronouncement of ordinary logic, nor can it be
established empirically, a negative point on which Hume and
Kant were agreed. To say the cause-law thesis is a prioriis not, of
course, to say that particular causal laws are a priori. If the thesis
is true, what we know in advance of evidence is that if a singular
causal claim is true, there is a law that backs it, and we can know
this without knowing what the law is.

I

The cause—law thesis needs to be made more definite. By a singular
causal statement I mean a statement that contains two singular

5 “Which Mental Events are Physical Events?”, Proceedings of the Aristotelian
Society, 35 (1980-1), p. 86.

6 Ernest Sosa, “Mind-Body Interaction and Supervenient Causation”, in Midwest
Studies in Philosophy, 1X, 1984, p. 278.

7 “philosophy of Language and Mind: 1950-1990", in The Philosophical Review,
101 (1992), p. 35.
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terms (names or definite descriptions) referring, or purporting to
refer, to events, joined by some form of the verb “to cause” (if the
statement is expressed in English). Of course other verbs can do
the same work, for example “produce”, “result in”, “have as
consequence”, etc. Examples of singular causal statements are:
“His lighting the match caused the explosion”, “The next
California earthquake will cause the destruction of the Golden
Gate Bridge”, “The hurricane is causing the rise in the water
level”. “The hurricane caused the water level to rise” is not,
however, a singular causal statement, since “the water level to
rise” is not a singular term; this last sentence says only that the
hurricane (a particular event) caused at least one event that
was a rising of the water level. “The rise” purports to pick out
a particular event; “a rise” marks a general existential claim
without implying singularity.

Singular causal statements are extensional: their truth value is
invariant under the substitution of one name or description of an
event for another name or description of the same event. Thus if
Socrates was Xanthippe’s husband, and Socrates’ drinking the
hemlock resulted in Socrates’ death, it follows that Socrates’
drinking the hemlock resulted in the death of Xanthippe’s husb-
and. The point may seem obvious, and indeed it is; yet it has
escaped all those who have been tempted to think that if singular
causal statements imply the existence of a covering law, they must
imply, or somehow indicate, some particular law that covers the
case. It is easy to see why this does not follow. Given the endless
possibilities for redescribing events (or anything else) in non-
equivalent terms, it is clear that there may be no clue to the
character of an appropriate law in the concepts used on some
occasion to characterize an event. What may be the caseis thatif a
singular causal statement is to be explanatory in some desired
sense, it must put its hearer in mind of at least the general nature
of a relevant law. It also may (or may not) be the case that the
only, or best, reason for believing a singular causal statement is
evidence for the truth of some law that covers the case. But such
epistemological and explanatory issues, however we resolve them,
ought not lead us to color singular causal statements intensional.

In formulating the cause-law thesis, what should we count as a
law? Laws must be true universally quantified statements. They
also must be lawlike: they must support counterfactuals, and be
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confirmed by their instances (these conditions are not independ-
ent). To qualify as strictly lawlike, they should contain no
singular terms referring to particular objects, locations or times
(strictly lawlike statements are symmetric with respect to time and
location). Strictly lawlike statements do not contain open-ended
phrases like “other things being equal”, or “under normal con-
ditions”. It must be admitted that such phrases are, tacitly or
explicitly, part of the content of many legitimate laws; thus many
laws are not strict, including the laws peculiar to such sciences as
geology, biology, economics, sociology, and psychology.

The distinction between strict and non-strict laws is essential to
the argument for Anomalous Monism. The argument for
Anomalous Monism has three basic premises: (1) there are causal
relations between events described as physical and events
described as mental, (2) there are no strict laws relating events
under physical descriptions with events under mental descrip-
tions, and (3) if two events are related as cause and effect, thereis a
strict law covering the case. The first premise I took to be evident:
events in the world we describe in physical terms cause and are
caused by thoughts. The second premise I have defended at some
length, mainly on the grounds of the uneliminably normative or
rational aspect of intentional idioms, and the consequent irre-
ducibility of mental concepts to concepts amenable to inclusion in
a closed system of laws. The argument went this way: It is plaus-
ible that there is a set of concepts (perhaps there are many such
sets) which lend themselves to the formulation of a closed causal
system. Let us call these concepts the concepts of physics. In this
case, for any two events related as cause and effect, there will be a
strict law, i.e., a physical law, covering the case. Since mental
concepts are not amenable to inclusion in a closed system, the
strict laws covering singular causal relations expressed in (at least
partly) mental terms must also be expressible in physical terms.
Hence events described in mental terms must also be expressible
in physical terms: in ontic language, mental events are identical
with physical events. It follows that mental concepts are super-
venient on physical concepts, in this sense: if two events fail to
share a mental property, they will fail to share at least one physical
property.

Anscombe, as we have seen, attacked the view that causes
“necessitate” their effects, and she explained this as requiring a law

Laws and Cause 205

that is an “exceptionless generalization saying such an event
always follows such antecedents”. The notion of necessity comes
in, I suppose, with the idea that one can deduce a statement of the
existence of the effect from a statement of the cause and the
appropriate law. Anscombe takes this to forbid the indeter-
ministic laws of quantum physics. The constraints I have put on
the laws that the cause-law thesis says exist do not, however,
disallow probabilistic laws. Such laws are universal and are
exceptionless (the probabilities they predict have no exceptions).
So it is possible, though unlikely, that Anscombe is not ques-
tioning the cause-law thesis as I have stated it. (We do disagree on
a consequence of allowing probabilistic laws, since she holds that
such indeterminjism leaves room for a meaningful concept of
human freedomny, while I think the indeterminism of quantum
physics cannet facilitate, though it might conceivably sometimes
frustrate, freedom of action.)

Since it allows probabilistic laws, the cause-law thesis does not
(in one fairly standard sense of that messy concept) imply deter-
minism. Neither, then, does it imply complete predictability, even
in principle, nor retrodictability.

/4

In the Enquiry Concerning Human Understanding, Hume defines
a cause to be “an object, followed by another, and where all the
objects similar to the first are followed by objects similar to the
second”. If we think of this as a stipulative definition, then one
condition for the existence of a law, generality, is built into
Hume’s definition. But if the definition is intended as an analysis
of the common conception of cause we can, with Anscombe, ask if
it is correct. It is in any case clear that this definition will not
satisfy the cause-law thesis, since it fails to distinguish true but
non-lawlike generalizations of the night-day sort from lawlike
generalizations. Not that nothing Hume says invites us to observe
this distinction; his discussion of induction requires it. Hume’s
definition of cause just quoted says that the truth of a singular
causal statement depends on the existence of a true generalization
that covers not only the case at hand, but all other cases, observed
and unobserved, past, present, and future. This raises the obvious
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question what justifies us in believing in the truth of such a
generalization, and therefore in the truth of any singular causal
statement. Hume’s answer, as we know, is that nothing justifies
us in either belief; but then we are left to wonder why we have
any such beliefs. For this Hume does have an answer, the gist of
which is given by his alternative “definition” of cause: a cause is
“an object, followed by another, and whose appearance always
conveys the thought of that other”. Here, as the “always” makes
clear, “an object” stands for a class of objects. Although this
pronouncement has invited many interpretations, I will take it
here to imply at least this: we believe that one event has caused
another if every event that seems similar to the first has been
followed by an event that seems similar to the second. It adds
something to say (as Hume does) that this pairing of sets of events
or appearances is a habit of the mind, for this implies a disposition
present even when not at work, a disposition to project the pairing
beyond what has been given. We expect fire to burn and bread to
nourish in the future.

Nelson Goodman, in his basic book Fact, Fiction, and
Forecast,® praised Hume for realizing that only human tendencies
to classify and associate in one way rather than another could be
called on to characterize inductive reasoning, but he criticized
Hume on two grounds. The first was for thinking this approach is
skeptical; in Goodman’s opinion induction does not need justi-
fication, only a correct, naturalistic description. The second was
that even taken as description, Hume missed the difficulty that lay
hidden in the concept of similarity. Goodman brought this out
by inventing the predicate “grue”. Something is grue if examined
before some future time ¢ and found to be green, and otherwise
is blue. We have no trouble understanding this predicate; it is
defined in a straightforward way in intelligible terms. We can
therefore recognize things that are grue as similar: the predicate
“grue” is true of all of them; they are alike in being grue. Yet we
realize that “All emeralds are green” is, if not true, at least lawlike,
while “All emeralds are grue” cannot also be lawlike if induction
is to provide any guidance to the future. Even if we abandon
the search for an ultimate justification of our inductive practices,

® First published in 1979. Page numbers here are from the fourth edition, Harvard
University Press, 1983.
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it is legitimate to ask what those practices, at their reflective best,
are. The concept of similarity cannot, by itself, carry the burden of
distinguishing the lawlike from the non-lawlike.

Is it quite right, though, to say Hume let matters rest with the
unquestioned concept of similarity? According to Goodman,

The real inadequacy of Hume’s account lay not in his descriptive
approach but in the imprecision of his description. Regularities in
experience, according to him, give rise to habits of expectation; and thus
it is predictions conforming to past regularities that are normal or valid.
But Hume overlooks the fact that some regularities do and some do not
estgblish such habits; that predictions based on some regularities are
valid while predictions based on other regularities are not. . .. Regularity
in greenness confirms the prediction of further cases; regularity in
grueness does not. ... . Regularities are where you find them, and you can
find them anywhere.’

If we take Hume’s first definition of cause, this criticism is apt. But
Hume’s reformulation defines cause in terms of the inductions we
actually make, not those we might have made had we been dif-
fgreptly constituted. When Hume writes that “after a repetition of
similar instances, the mind is carried by habit, upon the appear-
ance of one event, to expect its usual attendant, and to believe that
it will exist”'® we notice that “similar” and “usual” are uncritically
used. But the second definition of cause doesn’t employ these
words, and may be viewed instead as defining the relevant concept
of similarity. To take one of Hume’s examples: if every time we
have observed a certain vibration of a string it has been followed
by a certain sound, then the next time we observe that vibration,
we expect that sound and not another. The phrases “a certain
vibration” and “a certain sound” assume the classifications
that are appropriate to inductions; but we may take the operative
expectations to fix the classifications. Our expectations or
“projections” thus distinguish the lawlike from the non-lawlike.
It is true that this account differs from Goodman’s in several
ways, but not, as he suggests, in that Hume provides no answer at
all to Goodman’s “New Riddle of Induction”.

Goodman’s analysis is, of course, far more explicit, detailed
and precise than Hume’s. It also differs in another interesting
respect. Goodman’s detailed account makes the lawlike status of

13 Ibid., p. 82.
An Enguiry Concerning Human Understanding, Sect. VII, Part II.
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a statement depend on the projectible status of its individual
predicates (which depends in turn on past predictions); Hume’s
account rather treats whole statements (sentences) as lawlike or
not (which depends on present habits as formed by past experi-
ence). Thus Hume’s analysis allows that a generalization of the
form “All F’s are G’s” may be lawlike and “All F's are H’s” not,
even though H may occur in other statements that are lawlike. In
other words, with respect to things that are F, G may be a pro-
jectible predicate, while with respect to things that are F, H may
not be projectible. Goodman’s analysis does not allow such cases,
since for him projectibility is a property of predicates, not of
predicates relative to other predicates. In this respect ll}.hmk
Hume’s line superior, for reasons I shall presently discuss.

I

Hume says (though not with complete consistency) that we
believe in a causal connection between two events only when
we have experienced repeated conjunctions and no exceptions
(’m not bothering with the further conditions of succession and
contiguity here). It is therefore worth pointing out that the cause—
law thesis is not committed to this idea. Nor is it committed to the
view that the only way of supporting or confirming a singular
causal statement is by reference to relevantly similar cases. I am
with those philosophers (for example Anscombe, Ducasse, and
McDowell) who think Hume was wrong in supposing we never
directly perceive that one event has caused another, even when we
have no supporting evidence drawn from similar cases.

John McDowell recognizes that I do not think causal laws are
merely true generalizations (though as I say above, neither doI think
this is all there is to Hume’s view), but he argues that if we give
up this reduction, it is hard to see why we should accept the cause—-
law thesis, which McDowell considers part of the “broadly Humean
picture of causation”. In other words, McDowell holds that if we
give up Hume’s epistemic claim that the only evidence we have for
causal connections is observed regularities, “it is hard to see what
now holds the [broadly Humean] picture of causation in place.”

11 [ made this point, perhaps too crudely, in “Mental Events”.
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Hume’s own recomm tion of it is, in effect, that since singular causal
relations are not give:-r?;}‘):peﬁence, there is nothing for causation to
consist in but a suitable kind of generality. And this recommendation
seems inextricably bound up with a ‘dualism of scheme and content, of
organizing system and something waiting to be organized’, the unten-
ability of which Davidson has done as much as anyone to bring home to
us. Without that dualism, there is no evident attraction left in the
thought that singular causal relations are not given in experience.'?

The connection with scheme—content dualism is obscure to me,
but it is in any case irrelevant, since I have never claimed that
singular causal relations are not given in experience. The notion
of being “given in experience” is not one for which I have felt
much need, in this context or any other. But if it means here no
more than that the excitation of our senses may sometimes
cause us correctly, justifiably and without inference to believe
that a particular event has caused another, then I certainly acce;i)t
that singular causal relations are often given in experience."’
McDowell apparently holds that once we grant that it is possible
to perceive that one particular event has caused another there is
no reason to accept the cause-law thesis. But why should we
assume this particular connection, or non-connection, between an
epistemic and a non-epistemic issue?

C. J. Ducasse believed that a true singular causal statement
entails the existence of a general law, and that it is possible to
observe that one event has caused another without having any
independent reason to accept a generalization. He held that all
knowledge of causality depends on observing particular cases,
though if we knew that an event ¢ caused an event e in a situation
S, we would then know that any event exactly like ¢ would cause
an event exactly like e in a situation exactly like S. Unfortunately,
his argument for this view seems to rest on two confusions that he
elsewhere warns against: the confusion of particular events with
events of “the same” type, and the idea that the concept of a
sufficient condition can be applied to events as well as to sentences

12 yohn McDowell, “Functionalism and Anomalous Monism”, in Actions and
Events: Perspectives on the Philosophy of Donald Davidson, ed. E. LePore and
B. McLaughlin, Blackwell, Oxford, 1985, p. 398. The inner quote from Davidson is
from Inquiries into Truth and Interpretation, Oxford University Press, 1984, p. 189.

13 This has always been my view. See “Actions, Reasons and Causes”, in Essays on
Actions and Events, p. 16.
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about, and descriptions of, events.'* What I find of interest for my
present purpose is his definition of cause.

Ducasse tells us that he performed the following “experiment”
with his students: He would put a paper-covered cardboard box
on his desk, and ask the students to keep their eyes on it. He would
then place his hand on the box, and the end of the parcel facing the
students would instantly glow. Ducasse next asked them what
caused the box to light up when it did, and they would all natur-
ally answer that the glowing was caused by Ducasse’s placing his
hand on the box.!* Ducasse notes that the experiment was not
repeated, no similar cases were offered for observation. He allows
that the students might have the cause wrong; his point was only
to establish something about their criteria for judging what had
caused the package to glow. On the basis of a single “experiment”,
they believed there was a causal connection, as, of course, there
was. This leads Ducasse to the following definition of cause: if ¢ is
the only change in a situation S which precedes the only sub-
sequent change e in S, then c is the cause of e. This formulation is
mine, and it does not do full justice to Ducasse’s more guarded
definition. My formulation does, however, bring out a difficulty
Ducasse understandably overlooked. He did not pause to ask
what constitutes a change, and therefore what sorts of entities
could count as causes and effects.

A natural first stab at saying what a change is goes something
like this: some predicate P is true of an object or situation at a
given time, ¢, and subsequent to ¢ P is no longer true of that object
or situation. If something is green, and then is blue, this is a
change, an event. If an emerald before our eyes were to turn blue
after being green, we would seek an explanation of such an event,
some other change that caused the observed change. Our first stab
at defining a change or event would appear to work. But wait: if
an emerald were to stay green as time ¢ ticked past, it would have
changed from grue to bleen (something is bleen if observed before
time ¢ and is blue, and otherwise is green). The predicate “grue”
would not have stayed true of it, for it would have come to
instantiate the grue-excluding predicate “bleen”. Ducasse did not,
as far as I know, suggest my “first stab” at defining a change or

4 Ducasse’s most extended discussion of causality is in his Nature, Mmd and Death,
The Open Court Publishing Co., La Salle, Illinois, 1951. 5 Ibid., p. 95.
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event, but heither did he volunteer any alternative.'® Without
some idea of what constitutes a change, his analysis of cause in
terms of “only change” leaves us up in the air. Of course one thing
that is green is similar to something else that is green; they are the
same color. But this is no help. If grue and bleen aren’t colors, let
us call them “tolors”—a property is a tolor if it changes color at
time #. Then one thing that is grue is similar to something else that
is grue; they are the same tolor.

v

There is an obvious correspondence between Hume’s problem
and Ducasse’s problem. Hume’s problem was the problem of
relevant generality; he needed to be able to say when one event
was relevantly “similar” to another in order to distinguish lawlike
generalizations from non-lawlike ones. Ducasse’s problem looked
at first unrelated, since it apparently concerned particular cases;
it arose in the course of trying to define cause in a way Ducasse
thought was totally at odds with Hume’s approach, a way that
makes no appeal to other cases. But in fact Ducasse’s definition of
the causal relation has no content unless we are able to distinguish
changes from non-changes,'” and this distinction turns out to
involve generality in the sense that it is just the predicates which
are projectible, the predicates or properties that enter into valid
inductions, that determine what counts as a change.

The underlying problem is in both cases the same: neither
Hume nor Ducasse has specified when cases are relevantly similar.
Hume needs to say when one change is relevantly similar to
another (“Same cause, same effect”); Ducasse needs to be able to
say when one state is not relevantly similar to another, i.e., when a
change or event occurs. Thus Hume’s and Ducasse’s definitions
of cause, so apparently at odds, are essentially equivalent. Hume
says that ¢ caused e if and only if every event similar to c is

!¢ Lawrence Lombard does seem to have accepted my “first stab”. See his “Events
and Their Subjects”, Pacgﬁc Philosophical Quarterly 62 (1981), p. 138.

7 Ducasse counts “unchanges” as well as changes as events, but this termino-
logical point is unrelated to the problem he faces in distinguishing events that are
changes from events that are unchanges. In this essay, 1 do not follow Ducasse’s
terminology: I call only changes events.
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followed by an event similar to e, that is, if and only if every event
that is c-like is followed by an event that is e-like. Ducasse says
c caused eif and only if e is the only change that followed ¢, and cis
the only change preceding e. Suppose the c-like event is the
striking of a particular match and the e-like event the lighting of
that match. An event is c-like if it is a striking of a match and e-like
if it is the lighting of a struck match. According to Hume, ¢ caused
e if and only if every c-like event is followed by an e-like event.
According to Ducasse, ¢ caused e if and only if ¢ was the only
change in a situation in which e was the only change that immedi-
ately followed. But ¢ was the cause of e only if ¢ and e were the
relevant changes, and they were this only if ¢ was a change from
not being struck to being struck, i.e., a c-like event, and e was a
change from not being alight to being alight, i.e., was an e-like
event. This is the case, Ducasse argues, if and only if every event
that is c-like is followed by an event that is e-like. These formula-
tions are crude, but they serve to bring out the central fact that
it is only if “c-like” and “e-like” are the right sort of predicates,
when taken together, that the quoted generalization-schemata
are, if true, laws.

It is not surprising, then, that singular causal statements imply
the existence of covering laws: events are changes that explain and
require such explanations. This is not an empirical fact: nature
doesn’t care what we call a change, so we decide what counts as a
change on the basis of what we want to explain, and what we think
available as an explanation. In deciding what counts as a change
we also decide what generalizations to count as lawlike.

If the Big Bang left behind a uniformly expanding universe, we
should expect that as we expand along with it, the intensity of the
background microwave radiation will be the same in all direc-
tions. It is not; the radiation is measurably stronger in one
direction than in others. This has been explained by assuming that
the difference is due to the motion of our galaxy relative to the
general expansion. Subsequent observations revealed, however,
that over a vast area all neighboring galaxies are moving with us
towards a common spot in the sky. This was in turn explained by
the hypothesis of some immense but unobserved mass at that spot
(“the great attractor”). In December of 1993, careful studies of
the motion of galaxies four times further out in space than had
previously been studied showed that they too were travelling in
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company with the rest through the background radiation at about
500 kilometers a second. Nothing has turned up that isn’t moving
with the crowd. So either the universe is uneven on a far larger
scale than had been supposed or explained by present theory, or
else the background radiation does not provide a true rest frame.
In that case, says Princeton astrophysicist Bohdan Paczynski,
there’s something wrong with our prior definition of what is at
rest and what is moving.'® Exactly: if you can’t explain it using
one assumption of what counts as a change, adopt new categories
that allow a redefinition of change.

The history of physics is replete with examples of such
adjustments in the choice of properties to define change, thus
altering what calls for a causal explanation. At a certain level of
common-sense physics, nothing is more static than a rock in the
desert (unless, of course, someone picks it up, at which point
the cause of its change of position is obvious, and a rough law
surfaces). Even untutored observation may note a change in
the temperature of the rock, but this is geared to an even
more noticeable change in the relation of the sun to the rock.
More serious science discovers changes in the positions of invi-
sible particles in the rock which take place independent of changes
in temperature; recognition of these changes allows for the causal
explanation of a far larger range of phenomena.

One way science advances is by recognizing change where none
was seen before. It can also work the other way around. Galileo
sparked a revolutionary improvement in physics when he pro-
posed that uniform rectilinear motion not be treated as a change
requiring an explanation, but as a steady state. The result was to
give up the search for a cause of such motion and to treat only
deviations from such motion as changes. Further advances made
uniform rectilinear velocity only a special case of uniform accelera-
tion; unchanges took over an even larger territory with the idea of
not treating gravity as a force, so that the motion of a body along
geodesics as defined by a spacial framework determined by the
distributions of masses in space became a state not requiring
a cause.'?

18 As related by Faye Flam, “Galaxies Keep Going With the Flow”, Science, 259
(1993), p. 31.
My discussion here is based in part on Robert Cummins, “States, Causes, and
the Law of Inertia”, Philosophical Studies, 29 (1976), 21-36.
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The dispositions to which we advert to explain what happens to
objects, or the things they do, encapsulate the relation between
causality and laws. We explain why the lump of sugar dissolved
when placed in water by mentioning that it was water-soluble;
something is water-soluble if placing it in water causes it to dis-
solve. We gain some understanding of why someone flew into a
rage over a trifle if we know he was irascible; some one is irascible
if small things cause him to be angry. The causal powers of
physical objects are essential to determining what sorts of objects
they are by defining what sorts of changes they can undergo while
remaining the same object and what sorts of changes constitute
their beginnings or ends. Our concept of a physical object is the
concept of an object whose changes are governed by laws.

It would, as remarked before, be a large mistake to suppose
that every way of referring to a cause or effect tells us how to
characterize the change in terms suitable for incorporation in a
law. “Hurricane Andrew” is a perfectly good phrase for picking
out a particular event, but there is nothing in the concept of a
hurricane that allows us to frame precise general laws about the
causes or effects of hurricanes. If a hurricane is an event, it is
a candidate for causal explanation; to say something caused it
(the formation of a certain extreme low pressure area for example)
is to claim that the changes involved can be described in terms that
would serve to formulate a general causal law.

To revert now to the idea that what makes a statement lawlike is
not a matter of the projectible character of its individual pre-
dicates, but of the appropriate pairing or matching of predicates.
Let us ask how projectible Goodman’s favorite projectible pre-
dicate “green” is. It picks out a class of objects we project early and
easily. “All emeralds are green” is lawlike, until, of course,
defeated by counterexamples. But even if not proven false, it is not
a strict law; for when is something green? We are inclined to say
something is green if and only if it looks green to normal observers
under normal conditions. But “looks green” and “normal” are not
predicates that can be sharply defined, and they certainly cannot
be reduced to the predicates of physics. They cannot feature in the
laws of a closed system. If we imagine that a satisfactory definition
of “emerald” can be devised in the vocabulary of physics, then
“green” is not strictly projectible of emeralds. Of course, “green” is
more projectible of emeralds than “grue”; but “green” and “blue”
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are only as projectible of emeralds and sapphires as “grue” and
“bleen” are of emerires and sapphalds. This distinction, between
predicates like “green” and “grue” on the one hand, and predicates
that together can feature in strict laws, is crucial, as I said, to
the argument for Anomalous Monism. It is what distinguishes
psychophysical laws from the laws of an advanced physics.

We are born, as Quine has emphasized,”® treating some pairs of
things as more similar than others. We react differentially to
sudden loud noises, and since we do not like such sounds, we soon
learn to cringe from what has frequently preceded them. Thus
long prior to the acquisition of language, or anything that can
properly be considered concept formation, we act as if we had
learned crude laws. We are inducers from birth; if we were not,
infant mortality would be the rule, if there were any infants.
Concepts, conceptualized laws, the idea of causal relations
between events, build on these foundations. In the course of
avoiding and seeking, learning to control our environment, failing
and succeeding, we build the lawlike habits that promote survival
and enhance life. These laws of action are highly pragmatic not
only in their conspicuous ties to action, but in their breezy dis-
regard of the irrelevant or implausible. The generalizations on
which not only the untutored infant but also our adult selves
mostly depend are geared to the “normal”, the “usual”. We don’t
know, and for practical purposes don’t care, what would happen
if there were no oxygen, temperatures were to fall to absolute
zero, or there were a black hole in the closet (I now learn that there
may be!). But practical purposes can change, and the conditions
at one time happily abandoned to ceteris paribus clauses may
become relevant, or come to be recognized as relevant. We then
refine our classifications to improve our laws.

Learning laws of greater generality provides no reason
for jettisoning our proviso-laden work-a-day causal laws.When
I flick on the light switch, I have no reason to reflect on the speed
of light, though I may briefly dwell on that magic constant when
my telephone calls to Perth are relayed—and perceptibly
delayed—by satellite technology. The more precise and general
laws are, the less likely it is that we will be in a position to employ

2 In “Natural Kinds”, in Ontological Relativity and Other Essays, Columbia
University Press, 1969.
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them in predicting the outcomes of our ordinary actions or the
weather. Our intense interest in the explanation and under-
standing of intentional behavior commits us irrevocably to such
concepts as belief, desire, intention, and action; yet these are
concepts that cannot, without losing the explanatory the power
they have which binds us to them, be reduced to the concepts of an
all-encompassing physics.

We have interests that are not practical. There are things we
want to understand whether or not we can control them and
whether or not such knowledge will serve our mundane needs.
Pursuit of the truth in such cases can in principle proceed without
the constraints of practical control and gain. In this mood we can
seek laws that have no exceptions.

The same strategy that serves to refine our practical lore, the
strategy that leads us to adjust what counts as a change or as
requiring a causal explanation, works here too, as is evident in the
advances in physics due to Galileo, Newton, and Einstein.

Robert Cummins puts it this way:

A decision about how to characterize [a state]—a choice of state vari-
ables—imposes distinctions between states and non-states, and hence
determines what is and what is not construed as an effect. Such decisions
are not arbitrary, in part because they have this consequence. Effects
require direct causal explanation; if there is none to be had which
satisfies, then we shall alter our taxonomy. This sounds like metaphysics,
and indeed it is. .. All this presupposes a certain explanatory strategy
[which] is easy to state in outline: what requires explanation is change,
and changes are to be explained as effects, the trick being to characterize
matters in a way which makes this possible, i.e., in a way which distin-
guishes genuine changes from states.”'

Cummins notes that physics leading up to and including
classical mechanics “and its kin” has followed the strategy he
describes and adds, somewhat glumly, “this strategy seems to be
breaking down at the quantum level”. I am not up to evaluating
every implication of this last suggestion, but I do not think
quantum physics poses a threat to the cause-law thesis. If what
Cummins means is that the ideal of a completely deterministic
theory must be given up if quantum physics is the last word, he is
of course right. But his strategy would seem to apply to quantum
physics if we delete the word “direct” from the requirement that

2 Op. cit., p. 33.
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effects require direct causal explanation, and understand the
changes that are to be explained as sometimes being changes in
probabilities.

Thisis the view promoted many years ago by Henry Margenau.
He formulates what he calls the “Principle of Causality” as fol-
lows: “causality is violated when a given state A is not always
followed by that same state B”.?* Like Cummins, he notes that
without an understanding of what constitutes a state, this tells
us nothing; but that, on the other hand, once we decide what
constitutes a state, we have decided what counts as a causal law.
Why, though, should we count on there being a way of specifying
states that allows the formulation of exceptionless laws? Here is
Margenau’s answer:

[W]henever a physical system does not appear to be closed, that is when
the differential equations describing it contain the time explicitly ... ., we
conclude that the variables determining the state in question are not
completely known. We then look immediately for hidden properties
!.vhose_ variation may have produced the inconsistencies, and whose
inclusion in the analysis would eliminate them; moreover if we do not
find any we invent them. This procedure is possible because. . . the term
“state” is undefined . . . it seems, then, that the causality postulate reduces
to a definition of what is meant by “state”.”

For this reason, Margenau says, “physics can never inform us of a
failure of the causality principle”. Quantum mechanics, he con-
cludes, poses no threat to the causality principle; it just once again
redefines the concept of a state.

Margenau could not, of course, have known about Bell’s
inequality theorem, nor the experiments that made use of it
to prove that there can be no local hidden variable theory. But
Margenau did not understand the Principle of Causation to
require a deterministic physics: he required only that the notion of
a state be formulated in such a way as to insure that the laws
be strict. The point comes out clearly in a recent discussion of the
philosophical fallout from the experimental proof of the impos-
sibility of a hidden variable theory:

Complete knowledge of the state of a classical system at a given time is
synonymous with exact knowledge of all observables at that time.

#2 “Meaning and Scientific Status of Causality”, Philosophy of Science, 1 (1934),
p. 140. 2 Ibid., pp. 144-5.
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Complete knowledge of the state of a quantum mechanical system is
ensured by the exact knowledge of only a subset of all observables at
the same time. . . . Only when one asks for the value of an observable not
in the complete set of observables that are knowable simultaneously
does one encounter the probabilistic nature of QM. In this sense the
probabilistic element enters QM through the measurement process,
which is bound to change the observed system. ... The various possible
outcomes of such a measurement occur with probabilities that can be
predicted exactly. The outcome of any one such measurement. . . cannot
be predicted.?*

Thus Margenau is borne out: the concept of a state of a quantum
mechanical system has been defined to ensure that all that can be
known about it at a moment completely determines the state. The
identity of a quantum state is sensitive, in a way that states in
classical systems are not, to the effect of measurements. In a
classical system, it is assumed that the effect of measurements can
in principle be reduced to an arbitrarily high degree, while in
quantum physics the effect of measurements is integral to the
theory: the measuring device becomes part of the same physical
system as what is measured, and subject to the same laws.
Quantum mechanics sacrifices determinism as the cost of gaining
universality. “It states beautifully what is completely ignored
in classical physics: through man nature can observe itself.”>
Far from challenging the cause—law thesis, quantum physics
exemplifies it.

V

Quantum physics may not, of course, be the last word. It is not
only Einstein who dreamed of a theory that would supersede
quantum theory, or in effect make quantum theory deterministic.
Steven Weinberg, for example, not only dreams of a unified
Theory of Everything, but speculates that such a theory might be
completely deterministic.”® But it is hard to think that the ques-
tion whether such a theory exists is a purely conceptual question,
at least a theory human beings could, even in principle, invent and

* Fritz Rohrlich, “Facing Quantum Mechanical Reality”, Science, 221 (1983),

p. 1254. % Ibid., p. 1253.

In Dreams of a Final Theory, Hutchinson, as reported by John Leslie, The Times
Literary Supplement, Jan. 29, 1993, p. 3.
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test. Surely we must allow that the best physics that is possible for
us is irreducibly probabilistic. Does this mean the cause-law
thesis is not tenable? I think not. Margenau’s principle, essentially
Hume’s “same cause, same effect” principle, put us on the track of
the idea that natural and devised standards of similarity play a
fundamental role both in the notion of change and the notion of
law. This provided a legitimate connection between the concept of
causality and the concept of a law. We can imagine this con-
nection being tight enough to support completely deterministic
laws. Indeed, this is how classical mechanics assumed things were.
But if physics cannot be made deterministic, if the ultimate laws
of the universe, so far as we will ever know, are probabilistic, then
we must think of causality as probabilistic. Singular causal
statements will still entail the existence of strict laws, even at the
quantum level, but the laws will not meet Hume’s or Kant’s or
Einstein’s standards.
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1 5 Plato’s Philosopher

It is a fine question how the aim and method of the philosophical
enterprise is to be related to the beliefs we bring to that enterprise.
It is bootless to pretend we can start by somehow setting aside the
equipment with which we approach philosophy, for then there
would be nothing with which to work. We can, however, ask
whether the main point of philosophizing is to examine, clarify,
reconcile, criticize, regroup, or even unearth, the convictions or
assumptions with which we began, or whether something more is
possible: a search which might lead to knowledge or values that
were not in sight at the start, and not necessarily implicit in what
we then knew.

Each of these enterprises has its obvious difficulties. No one
can object to the attack on confusion, conflict, obscurity, and self-
deceit in our everyday beliefs; these defects in our views of our-
selves and the world exist in profusion, and if some philosophers
can with skill or luck do something about reducing them, those
philosophers deserve our respect and support.

But it would be disappointing to suppose this is all philosophy
can do, for then philosophy would seem to be relegated to the job
of removing inconsistencies while entering no claim to achieve
truth. Consistency is, of course, necessary if all our beliefs are to
be true. But there is not much comfort in mere consistency. Given
that it is almost certainly the case that some of our beliefs are false
(though we know not which), making our beliefs consistent with
one another may as easily reduce as increase our store of
knowledge.

On the other hand it is not easy to see how to conduct the
search for truths independent of our beliefs. The problem is to
recognize such truths when we encounter them, since the only
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standards we can use are our own. Where the first approach
makes no attempt at fixing objective standards, the second can
seem to succeed only by illegitimately relabelling some portion of
the subjective as objective.

There is an obvious connection between the two pictures of the
method and aim of philosophy and two traditional concepts of
the nature of truth: one method goes naturally with coherence
theories of truth, the other allies itself with correspondence the-
ories. A coherence theory in its boldest and clearest form declares
that all beliefs in a consistent set of beliefs are true; coherence is
the only possible test of truth, and so coherence must constitute
truth. So stated, a coherence theory of truth can be taken as a
defence of a philosophical method which claims only to remove
inconsistency; for once inconsistencies have been excised, the
coherence theory assures us that what remains will be an
unadulterated body of truths.

Correspondence theories, on the other hand, maintain that
truth can be explained as a relation between a belief and a reality
whose existence and character is for the most part independent of
our knowledge and beliefs. Truth of this sort is just what the
second approach to philosophy seeks. But unfortunately corres-
pondence theories provide no intelligible answer to the question
how we can in general recognize that our beliefs correspond in the
required way to reality.

No theme in Plato is more persistent than the emphasis on
philosophical method, the search for a systematic way of arriving
at important truths, and of insuring that they are truths. Yet I
think it is safe to say that Plato not only did not find a wholly
satisfactory method, but he did not find a method that satisfied
him for long. In the early dialogues, in which Socrates takes
charge, the elenctic method dominates, and there is nothing in
those dialogues to promote the suspicion that Plato, or Socrates,
sees the need to add anything to it. Yet it seems clear that it is a
method that at best leads to consistencys; if it is supposed to yield
truth, the ground of this supposition is not supplied. In the middle
and some of the late dialogues Plato suggests a number of ways in
which the elenchus might be supplemented or replaced by tech-
niques with loftier aims. But what is striking is that Plato does not
settle on any one of these methods as a method guaranteed
to achieve objective truth; one by one the new methods are
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discarded, or downgraded to the status of mere useful devices.
Plato often makes it clear that he recognizes the inadequacy of his
methods for achieving his aims; and the inadequacy is often
painfully apparent to the modern reader.

Plato and Aristotle are often held to be paradigms of the
contrasting methods. Aristotle insisted, at least in moral philo-
sophy, that views that are widely shared and strongly held within
our own community must be taken seriously and treated as gen-
erally true. But Plato, we are told,

Throughout the middle dialogues . . . repeatedly argues against the phi-
losophical adequacy of any method that consists in setting down and
adjusting our opinions and sayings. It is Plato who most explicitly
opposes phainomena, and the cognitive states concerned with them, to
truth and genuine understanding. It is also Plato who argues that the
paradeigmata that we require for understanding of the most important
philosophical and scientific subjects are not to be found in the world of
human belief and perception at all.!

This is, indeed, the standard view, and when, as in this passage, it
is restricted to the middle dialogues, it is roughly correct. Even
with this restriction, though, it needs to be taken with a grain of
salt. Nussbaum gives, as a striking example of the opposition of
methods in Plato and Aristotle, their views on akrasia, or weak-
ness of the will. Socrates, as we know, paradoxically maintained
that akrasia was impossible; he argued that if an agent knows
what is good, he cannot fail to act in accord with that knowledge.
Aristotle, on the other hand, held that the common view must be
right: despite Socrates’ arguments, there are cases of akrasia.
How clear is the contrast here between Plato (really Socrates)
and Aristotle? In the early dialogues we meet with the most
emphatic cases of conclusions that plainly contradict common
conviction; yet nothing is said to show that the elenctic method is
capable of more than revealing inconsistencies. In the middle
dialogues there are the strong representations just mentioned that
philosophy can arrive at truths not dreamed of by ordinary men,
and not to be tested by experience; yet in these same dialogues
much less is made of the paradoxical character of the doctrines
that emerge. In particular, the Socratic denial of the possibility of

! “Saving Aristotle’s Appearances” by Martha Nussbaum: Language and Logos,
ed. M. Schofield and M. Nussbaum (Cambridge University Press, 1982), p. 270.
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akrasia is explicitly dropped. To make our own small paradox,
you might say in the early dialogues dogmatic claims are based on
a method that cannot support them; in the middle dialogues
rather tamer results flow from methods which are advertised as
leading to absolute and objective truth.

I think that in the end Plato lost faith in the ability of these
methods to produce certified eternal truths that owed nothing to
the serious goals and convictions of most people, but came to
have a renewed confidence in the elenchus, supplemented and
refined in various ways, to arrive at truth by way of consistency; in
other words, he returned to something like the Socratic method
and its approach to the philosophic enterprise. It is not hard to
think of reasons why, in the middle dialogues, Plato decided the
elenchus was not enough to prove the sort of theses he wished to
establish; nor is it hard to imagine why he became dissatisfied with
the alternatives. We can guess why Plato may have become dis-
couraged in his quest for a foolproof, supermundane method,
since he himself produced criticisms that must have left him as
sceptical as they do us.

It would be foolish to try to demonstrate the historical truth of
the idea that at the end of his career Plato returned to something
like the Socratic faith in the power of the elenchus; Plato’s writ-
ings were successfully designed to leave us in doubt about what he
believed. I will be more than pleased if my speculations cannot be
made to seem wrong.

The line of thought I am pursuing was inspired by a brilliant
and provocative paper by Gregory Vlastos called “The Socratic
Elenchus”?. Viewed logically, the elenchus is simply a method for
demonstrating that a set of propositions is inconsistent. In prac-
tice, the elenctic method is employed by Socrates, or some other
interrogator, to show that an interlocutor has said things which
cannot all be true (since they are inconsistent). If this were the
whole story, the function of the elenchus would be no more than
to reveal inconsistencies; such a revelation should, of course, be
interesting to anyone tempted to believe all the propositions in the
inconsistent set.

There is no obvious reason why a philosopher-—or anyone
else—should be concerned with inconsistent sets of propositions

2 Oxford Studies in Ancient Philosophy (Oxford University Press, 1983).

I

e

LA

E
4
i
i
X
2
5
2
=
*

Plato’s Philosopher 227

only when they happen to be believed; after all, one can prove a
proposition true, and hence worthy of belief, by showing its
negation inconsistent. This is no help in establishing substantive,
or moral, truths as opposed to logical truths. Nevertheless, it is
often helpful, when trying to decide where the truth lies, to
appreciate the inconsistency of a set of propositions to which one
is not yet committed.

It is therefore surprising, and instructive, that in the Socratic
dialogues, Socrates usually insists that the interlocutor be ser-
iously committed to the propositions being tested. It is one of the
merits of Vlastos’ article that he notices this striking feature of
Socrates’ method, and appreciates how important it is. Vlastos
quotes from the dialogues: “By the god of friendship, Callicles!
Don’t think that you can play games with me and answer
whatever comes into your head, contrary to your real opinion”
(Gorgias 500b); “My good man, don’t answer contrary to your
real opinion, so we may get somewhere” (Republic 1. 346a); and
when Protagoras says in answer to a question of Socrates, “But
what does it matter? Let it be so for us, if you wish,” Socrates
angrily replies, “I won’t have this. For it isn’t this ‘if you wish’ and
‘if you think so’ that [ want to be refuted, but you and me. I say
‘you and me’ for I think that the thesis is best refuted if you take
the ‘if” out of it” (Protagoras 331c).

This last quotation brings out another feature of the elenchus,
and helps answer the question why Socrates is so concerned that
the people he questions should express their real opinions.
Socrates is interested in refutation. The typical elenchus begins by
Socrates asking a question, to which the interlocutor gives an
answer. Socrates then elicits some further views from the inter-
locutor (not infrequently by putting them forward himself, and
getting the interlocutor to agree), and proceeds to demonstrate
that these further views entail the falsity of the original answer.
Unless the person being questioned accepts the propositions
which refute his original answer, he will have no reason to give up
his opening proposal; no particular thesis will have been refuted.

As Vlastos points out, all that Socrates has shown is that the
interlocutor’s beliefs are inconsistent, so at least one of those
beliefs must be false. But there is nothing about the elenctic
method to indicate which belief or beliefs should be abandoned.
In the event, it always turns out to be the original proposal. For
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pedagogic and dramatic reasons, this is clearly the right strategy.
But it is a strategy that will lead to true conclusions only if one is
careful to start with a false belief, and then to draw upon addi-
tional, but true, beliefs to disprove the starting claim. How can
Socrates know in advance of using his method what is true and
what false? Is the method after all just a device for persuasion?

What is clear is that Socrates trusts that the elenctic method
does lead to moral truths: the negations, in general, of beliefs held
by interlocutors at the start of a discussion. Where p is the original
claim, Socrates repeatedly sums up the result of an elenctic
argument by saying that the negation of p “has become evident to
us,” or the interlocutor now “sees” or “knows” that not-p.> In the
Gorgias, Socrates says that his thesis (the negation of the inter-
locutor’s p) has been “proved true” (Gorgias 479¢). (Here not-p is:
to suffer injustice is better than to commit it.) Presently he puts it
even more strongly: “These things having become evident in the
foregoing arguments, [ would say, crude though it may seem to
say it, that they have been clamped down and bound by argu-
ments of iron and adamant. ..” (Gorgias 508¢-5092).

According to Vlastos, whose argument I have been following
closely up to this point (as well as using his translations), the last
two quotations differ substantially in strength from the earlier
claims; proving something is more than simply making it evident.
Vlastos thinks the claim that the elenchus can “prove” truths is
not Socratic; he believes Socrates did assume that the elenchus
leads to truth, but it was an assumption on which he did not
consciously reflect, and which he therefore felt no need to defend.
Vlastos continues,

Throughout the dialogues which precede the Gorgias Plato depicts
Socrates arguing for his views in much the same way as other philoso-
phers have done before or since when trying to bring others around to
their own view: he picks premisses which he considers so eminently
reasonable in themselves and so well-entrenched in his interlocutor’s
system of belief, that when he faces them with the fact that these pre-
misses entail the negation of their thesis he feels no serious risk that they
will renege on the premisses to save their thesis. . . . This being the case,
the “problem of the elenchus” never bothers Socrates in those earlier
dialogues.*

3 For references see Vlastos” “Afterthoughts on the Socratic Elenchus,” pp. 71-2.
4 Vlastos, “Afterthoughts”, p. 73.
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Plato, however (to continue Vlastos’ theory), did come to wonder
what ensured the choice of true premisses; and well he might have.
given how often what seemed common knowledge to almost
everyone else was found to be false according to Socrates.
Although the words are put in Socrates’ mouth, it is Plato who,
according to Vlastos, realizes what must be assumed if the
elenchus is to produce truths: the assumption is that, in moral
matters, everyone has true beliefs which he cannot abandon and
which entail the negations of his false beliefs. It follows from this
assumption that all the beliefs in a consistent set of beliefs are true,
so a method like the elenchus which weeds out inconsistencies will
in the end leave nothing standing but truths. Therefore Socrates
did not need to know in advance which beliefs were true, nor did
he have to worry that upon discovering an inconsistency, the
inconsistency might be removed by inadvertently throwing out
the true. For the retained falsity would itself be found inconsistent
with further beliefs.

I shall not consider the textual evidence in the Gorgias for
this doctrine, since it is clear on the one hand that something
very like this assumption is necessary if the elenchus is to be
defended as a way of reaching truths, whether or not Plato or
Socrates realized it; and on the other hand, it is equally obvious
that there is absolutely no argument in the Gorgias or any of the
earlier dialogues to support the assumption. Vlastos believes
that Plato realized this, and that it is for this reason that in
the next three dialogues, written just after the Gorgias, the
Euthydemus, Lysis, and Hippias Major, the elenchus makes no
appearance. In these dialogues there is philosophical argument,
but Socrates carries on essentially by himself, acting both as
proposer and as critic.

In the Meno Plato finds a new way of defending the elenchus:
the doctrine of recollection. According to this theory everyone is
born knowing everything, but the vicissitudes of life have caused
him to forget what he knows, and to come to believe falsehoods.
Once again, it is clear that a method that claims no more than that
it can remove what is inconsistent with what is known is adequate
to achieve truth. Vlastos describes the theory of recollection as a
“lavish present” by Plato to Socrates. “By the time this has
happened,” Vlastos concludes, “the moralist of the earlier dia-
logues has become the metaphysician of the middle ones. The
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metamorphosis of Plato’s teacher into Plato’s mouthpiece is
complete.”’

Vlastos sees a vast difference between Plato’s two ways of saving
the elenchus: the way of the Gorgias, which merely assumes the
existence of enough ineradicable truths in everyone, and the way
of the Meno, with the transmigration of the soul and the theory
of recollection. Years passed between the writing of these dia-
logues, years during which Plato lost all confidence in the elen-
chus. “Then, one day,” writes Vlastos, the theory of recollection
came to Plato.

This is a fascinating story, and Vlastos makes it plausible with a
wealth of references to the texts, and a shrewd consideration of
the human and logical probabilities. I have no intention of
arguing against it, except on one point which is not explicit in
Vlastos’ article, but is strongly implied. That implication is that
after the Gorgias, Plato permanently lost faith in the idea that
moral truths can be elicited from anyone by something like the
elenchus. In any case, I want to put forward the hypothesis that at
a certain point late in his career Plato returns to (if he ever
departed from) both the Socratic concern with the good life, the
right way to live; and that he depends on the assumption that
there is enough truth in everyone to give us hope that we can learn
in what the good life consists.

First, we ought to notice that though it is certainly true that the
doctrine of the transmigration of the soul and of recollection is
new in the Meno, that doctrine is closely related to the metho-
dological assumption which Plato realizes, in the Gorgias, is
needed to defend the elenchus. Indeed, the doctrine of recollection
doesn’t supplant the assumption of the Gorgias; it entails it.
Viewed solely as a supplement to the elenchus, the theory of
recollection has no need of the doctrine of the transmigration of
the soul. Like the methodological assumption of the Gorgias, the
theory of recollection postulates that there is enough ineradicable
truth in each of us to insure that the elimination of inconsistencies
ultimately results in the elimination of error; when all incon-
sistency is removed, what remains will be true. From a strictly
methodological point of view, the chief difference between the
two doctrines is that while the assumption of the Gorgias suggests

3 Afterthoughts”, p. 74.
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that the only sure route to knowledge is the elenchus, the theory of
recollection places no premium on the elimination of incon-
sistencies and so invites us to consider methods other than the
elenchus in the search for truth.

And of course other methods do come to the fore in the middle
and late dialogues: the various methods of “ascent” in the
Republic, Symposium, and Phaedrus; the method of “hypothesis”,
of “collection and division”; and the method or methods of the
Philebus. There is an obvious transfer of interest from moral
problems to epistemological and ontological problems, a new
concern (in the Theaetetus) about the possibility of perceptual
knowledge, and a persistent worry about philosophical method.

Plato did not abandon the elenctic method; what philosopher
would? Our concern is with the question what can be expected of
that method, and what Plato thought it could deliver. The
essential problem is the one with which we began: can philosophy
hope to transcend what is inherent in the beliefs and values with
which it begins? If not, consistency but not truth is all we can trust
it to deliver, and this is what the unaided elenchus promises. But if
the theory of recollection is true, the elenchus can do more. The
trouble is that the theory of recollection, treated as an essential
assumption needed to support knowledge claims, drops out of
sight in the dialogues almost as soon as it appears. It is crucial in
the Meno, and plays an important role in the Phaedo. But by the
end of the Phaedo the doctrine of recollection has been superseded
by the method of hypothesis; this is not a method better suited to
prove truths, as we shall see in a moment. The important thing is
that Plato no longer seems willing to trust the theory of recol-
lection. Recollection is introduced in the Republic, but it is
obvious that quite different methods are the ones on which Plato
relies in that work; there are further mentions of the theory of
recollection in the Phaedrus, Philebus, and Laws, but in none of
these dialogues does it serve a significant epistemological role.®

It seems clear that Plato was not willing for long seriously to
embrace the theory of recollection as a source of substantive
moral truths. What, then, did he think to put in its place? If, as
Vlastos convincingly insists, the “problem of the elenchus”

6 See Kenneth Sayre, Plato’s Late Ontology: A Riddle Resolved (Princeton
University Press, 1983), pp. 188-93.
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obsessed the methodologically-minded Plato, how can he have
relinquished the substance of his “lavish gift” to his teacher
without finding a suitable substitute?

The answer which appeals to most Plato scholars is that Plato
did find other methods in which he placed confidence. This may
be true: certainly many methods are mentioned, some of them a
number of times, and some of these methods come highly
recommended by a character named “Socrates” or “The Eleatic
Stranger”, etc. Nevertheless, there are three good reasons for not
accepting this answer as the last word on Plato’s last word on the
method of philosophy. The first is that we can find arguments in
the dialogues that show why these methods are in one way or
another inadequate or incomplete. The second is that when, in the
Philebus, Plato returns once more to the question of the nature of
the good life, these methods are not seen to provide the answer;
despite several long and difficult discussions of method, it is the
elenchus that provides the basic argument. The third reason,
which the historically minded may consider irrelevant, is that we
can see for ourselves that none of the alternative methods can
provide a firm basis for moral truths, while there is, after all,
support for the assumption which, in the Gorgias, is recognized as
sufficient to defend the elenchus, the assumption that (in ethics at
least, and perhaps metaphysics more generally) there are enough
truths in each of us to make it plausible that once our beliefs in
these matters are consistent they will be true. I do not think it
ridiculous to suppose that Plato figured this out for himself; but
the direct evidence is no more than suggestive.

It is far more than I can attempt here to survey all the philo-
sophical methods Plato discusses, and the arguments he produces
against them; and I do not pretend to have made any new dis-
coveries. What I shall do is indicate how, in the Philebus, the
elenchus, and only the elenchus, can be claimed to have achieved a
correct description of the good life.

The Philebus is a significant test case. It is a very late dialogue;
probably only the Laws is later. It is directly concerned with a
Socratic question (one might say the Socratic question), the nature
of the good life. Even the phrasing of the problem reminds us
of earlier works: the Philebus asks “what is the best possession
a man could have” (19c), it enquires after “the proper goal for all
living things” (60a). In the Republic, Socrates says “our argument

:
3
§
)
;5;

L I B R

Plato’s Philosopher 233

is over no chance matter but over what is the way we ought to
live” (Republic 1. 352d; cf. Gorgias 500c).

The Philebus begins with a double elenchus. Socrates sums up
the two starting positions: “Philebus holds that what is good. . . is
enjoyment, pleasure, delight, and all that sort of thing. I hold, by
contrast, that intelligence, thought, memory . .. are, for anything
capable of them, preferable and superior to pleasure; indeed to all
those capable of a share of them, whether now or in the future,
they are of the greatest possible benefit” (Philebus 11c).” As in the
early dialogues, it is assumed without question that “everything
capable of knowing pursues” the good; this is taken to be an
infallible test of what is acceptable as the good life. With the aid of
this assumption, Socrates is able to prove that both Philebus’
position and his own position are false.

PROTARCHUS: Neither of these lives seems to me worth choosing, . . . and
I think anyone would agree with me.

socraTES: What about a joint life, Protagoras, made up of a mixture of
both elements?

PROTARCHUS: One of pleasure, thought, and intelligence, you mean?

SOCRATES: Yes, and things of that sort.

PROTARCHUS: Anyone would choose that in preference to either of the
other two, without exception.

SOCRATES: We are clear what follows for our present argument?

PROTARCHUS: Certainly. There are three possible lives before us, and of
two of them neither is adequate or desirable for man or beast.

SOCRATES: Then it’s surely clear that neither of these at least can be the
good ... For if any of us chose anything else he would take it in
defiance of the nature of what is truly desirable . .. (Philebus 21e-22b)

The argument has exactly the pattern Vlastos found problem-
atic in the early dialogues; an interlocutor answers a question;
Socrates gets him to agree to further premisses; the original
answer is shown to be inconsistent with the further premisses; it is
then agreed by all hands that the negation of the original answer
(or answers in the Philebus) has been proven true. The correctness
of the conclusion depends on the truth of the unexamined further
premisses; it is just this that made Vlastos decide that Plato
could not accept the elenchus as leading to truth. Yet here in the

7 Here and throughout 1 use J. C. B. Gosling’s translation in Plato:
Philebus (Oxford University Press, 1975). I am also indebted to Gosling’s excellent
commentary.
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Philebus there seems no room for doubt that Plato uses the
elenchus, and accepts its results.

Two other features of the early elenchus are also conspicuous
in the Philebus. There is, first, the feature on which Vlastos laid
great stress, the insistence that the interlocutor sincerely express
his own beliefs. One may guess that it is just to emphasize this
point that has Plato substitute Protarchus for Philebus as the chief
interlocutor: Philebus is too stubborn and crude to be counted on
to answer honestly. But Socrates repeatedly makes certain that
Protarchus is expressing his own views. At one point, Socrates
turns to Philebus to ask if he agrees. We get this exchange:

PHILEBUS: My view is, and always will be, that pleasure is the undoubted
winner,—but it is for you, Protarchus, to decide. =
PROTARCHUS: As you have handed the argument over to me it is no
longer for you to say whether or not to agree to Socrates’ proposal.
(Philebus 12a)
A second striking point is Socrates’ insistence at every point that
what he takes to be true, every untested assumption on which
further results depend, be agreed upon. As we have just seen, he
does not do so well with Philebus. But the agreement on which he
depends is the agreement of those engaged in the dialectic. In the
passage I quoted a minute ago, Socrates secures Protarchus’
agreement no less than three times to “what anyone would
choose”; when the question is asked in the right way, what
everyone would choose is the good; and when the question is
asked in the right way, everyone will agree that the mixed life of
pleasure and intellect is better than the life of pure pleasure or the
life of pure intellect. Early in the dialogue, Socrates makes clear
that his own position is as much at risk as that of Protarchus: he
says “I take it that we are not now just vying to prove my can-
didate or yours the winner, but shall join forces in favour of
whatever is nearest the truth” (Philebus 14b). And at another
point he remarks, “Should we then register our agreement with
earlier generations, and instead on just citing other people’s
opinions without risk to ourselves, stick our necks out too...”
(Philebus 29a). Towards the end, Socrates asks once more
whether everyone would agree with the essential assumption on
which the argument rests, and on the conclusion that the mixed life
of pleasure and intelligence is best. He even suggests that “If
anyone thinks we have overlooked anything...I hope he will
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now go back and state the matter more accurately” (Philebus 60d).
At the very end, Protagoras proclaims: “We are now all agreed,
Socrates, on the truth of your position” (Philebus 67b). This is
not, of course, the position with which Socrates began; it is the
position reached by following the elenctic argument.

The central argument of one of Plato’s last dialogues concerns,
then, a major Socratic problem, employs the Socratic elenchus,
and unambiguously endorses the outcome of the elenchus. Why,
after entertaining such profound doubts about it, does Plato
unquestioningly return to Socrates’ method?

Those who are familiar with the Philebus will, of course, have
noticed that I have been discussing a very small proportion of the
material in that dialogue: the defeat of the pure lives of pleasure
and intellect and the victory of the mixed life is assured in the first
fifth of the dialogue, and the actual argument uses up barely more
than three Stephanus pages. That is the heart of the dialogue; but
there is, after all, a great deal more. And much of the rest is remote
from anything we find in the early dialogues, or, for that matter,
anywhere else in Plato. There is much confusing discussion of
methods, and ontological doctrines are put forward that sound
vaguely Pythagorean and perhaps something like the doctrines
Aristotle attributes to Plato in the Metaphysics. Little of this
material can be attributed to Socrates; at one time, scholars were
reluctant to attribute it to Plato. We need not be concerned here
with how these strange views are to be reconciled with the rest of
what we think we know of Plato’s late philosophy, nor with how
they can be reconciled with one another. For I think it is reas-
onably clear nothing in the rest of the Philebus solves Vlastos’
“problem of the elenchus”, that is, shows why it yields truths, and
if this is so, how the central argument and result of the dialogue
can depend on nothing but the unadorned Socratic elenchus.

One important argument is not really elenctic (I have already
mentioned it). In proving by the elenchus that neither the life of
pleasure nor the pure life of the intellect is the good life, Socrates
uses, as we have seen, two unexamined assumptions, which he and
everyone concerned agrees are true. These are (1) the good is what
everyone (“capable of knowing”) prefers or would choose if he
could and (2) no one would, on reflection (and aided by Socrates’
arguments), choose either the pure life of pleasure or the pure life
of the intellect. This completes the elenchus. Socrates then wins
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agreement to a further claim: (3) everyone would prefer the mixed
life of pleasure and intelligence to either of the other two lives,
This implies the negative conclusion of the elenchus, and so could
have been used in place of (2). It is introduced, however, as an
independent conclusion. But nothing here departs from the
elenctic method: (3), like (1) and (2), is accepted once agreed to.

The bulk of the dialogue is devoted to a detailed examination
of the various kinds of pleasure, with arguments designed to show
why most pleasures are unsuited for inclusion in the good life. As
a first step, Socrates undertakes to show that although all plea-
sures are alike in being pleasures, it is possible that they differ in
that some are good and some are bad. The demonstration of this
elementary point begins with a fairly lengthy, but confusing,
description of a method. Protarchus asks Socrates’ help in finding
a “better way to conduct the argument”. Socrates obliges: “There
could be no finer way than the one of which I have always been a
devotee, though often it has slipped through my fingers and left
me empty-handed and bewildered...It is not difficult to
expound, but it is very difficult to apply. It has been responsible
for bringing to light everything that has been discovered in the
domain of any skill...it was a gift from the gods to men...”
(Philebus 16b, c). The description of the method that follows is
open to many interpretations, especially when one tries to square
it with the subsequent four-fold division of all things into limits,
unlimiteds, mixtures of the two, and the cause or causes of mix-
tures. But the uses to which Socrates puts this method, or these
methods, is easier to understand. The first use is this: if we start
with a collection of entities, we must first “posit a single form”,
then subdivide it into two or three more, until no more organized
divisions are called for. This takes skill; it is easy to go wrong. So
far the method sounds like the method of collection and division
defended and practised in the Sophist and Politicus. And that is
exactly the use to which it is put. Socrates divides up the species of
pleasure with the ultimate aim of distinguishing the good from the
bad pleasures. But the method of collection and division cannot
make these distinctions: at best it shows that there is no contra-
diction involved in saying pleasures are one in being pleasures,
but may differ in other respects.

As the method is elaborated, the importance of limits, meas-
ures, proportion, and symmetry is increasingly stressed. Good
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things, good lives for example, are the result of the imposition of
a limit or measure on one or more indefinite continua: such are the
mixtures, among which the good life is to be found. Most pleas-
ures, though not all, are argued to be unsuited for inclusion in a
properly balanced and stable life; most forms of wisdom and even
practical skills are worthy of inclusion. Mind plays a dual role; its
functions and objects are admirable and desirable in themselves,
and mind, being akin to the cosmic cause which accounts for all
that is good in the universe, is itself the cause of the measured life.

I call attention to only two aspects of these somewhat tortured
passages in the Philebus. The first is that no interpretation of the
“god-given method”, at least none with which I am familiar, can
reasonably be said to provide either a substitute for or a supple-
ment to the elenchus of the kind provided by the assumption of
the Gorgias or the theory of recollection. The method of collection
and division does not itself provide a guide as to which the true
“units” are, nor how to tell when a division has been made “at the
joints”. But even if it did, no substantive moral (or other) truths
could emerge; nor does Socrates suggest that they could. The
four-fold classification of ontological features of the world does
far more work, for it is clear that both the categorization of many
pleasures as basically “unlimited” and the principles that guide
the construction of the good life draw heavily on the necessity of
the presence, in all that is desirable, beautiful, or stable, of a limit.
What the method entirely fails to do is to provide criteria for
telling when a mixture is a good one. Sometimes Socrates talks as
if every true mixture is good, and every limit a principle that
produces a mixture. But this is no help, for we then want to know
how to tell a limit from some other arrangement of parts; how to
tell a mixture from a mere grab-bag of ingredients.

Plato seems aware of the fact that the “god-given” method
gives no clear guidance in these matters. Although he stresses the
superiority of the pure sciences, like mathematics, to the applied
arts such as flute-playing and building, he compares the choice of
ingredients for the good life, and their blending, to the work of a
craftsman; when it comes to describing the good life, Socrates
says: “Well, then, it would be a fair enough image to compare us
to builders in this matter of the mixture of intelligence and pleas-
ure, and say we had before us the material from which or with
which to build.” Protagoras: “That’s a good comparison.”
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Socrates: “Then our next business must be to try to mix them?”
(Philebus 59¢). One is reminded of the detailed examples drawn
from music and phonetics earlier in the dialogue, which illustrate
that producing a pleasing or acceptable product depends on more
than the analytic methods which discriminate the ingredients; it
depends as well on the skill and knowledge of the craftsman. The
theme is familiar from the early Socratic dialogues.®

The second aspect of the methodology of the Philebus to which
I want to call attention is the role, or lack of it, of the theory of
Forms. Critics have argued endlessly over the question whether
any of the four elements in the “god-given” method is to be
identified with the Forms. From the point of view of the present
thesis, it doesn’t matter. For as we have already seen, nothing in
that method could, or is claimed to, yield substantive moral
truths. Nor is it likely that at this stage in his development Plato
would have relied on the theory of Forms for this purpose. In the
late dialogues he found more and more reasons to be dissatisfied
with his earlier doctrines about the Forms, and no aspect of this
dissatisfaction is more evident than the abandonment of any close
connection between the Forms and value. The unity of the Forms
which earlier had insured their purity was given up when it
became evident that analysis required that the Forms blend with
one another (as pleasure does with good and bad; the crucial
discovery is made in the Sophist). The idea that value depends in
some way on being like or resembling a Form was recognized by
Plato (in the Parmenides) to be incompatible with the epistemo-
logical or semantic functions of the Forms. Value in the Philebus
can no longer be connected with the Forms as such; it may be that
limits, or mixtures that have limits, are Forms and are good; but
what makes them good is not that they are Forms or limits or
mixtures, but that they have symmetry, commensurability, and
truth—that they are proper limits or appropriate mixtures.

My proposal, then, is that when, in almost his last dialogue,
Plato returned to the question of the nature of the good life, he
also returned to the Socratic elenchus as the clearest and most
reliable method for discovering how we ought to live. So it seems
no surprise to me that in this dialogue the leader is once again

® For a revealing treatment of this subject see Terence Irwin, Plato’s Moral Theory
(Oxford University Press, 1977).

Plato’s Philosopher 239

Socrates. As we know, Socrates practically disappears from all the
other late dialogues. In the Parmenides he is portrayed as very
young, and it is the great Parmenides who directs the questioning,
Socrates who responds. In the Critias and Timaeus Socrates is
present, but makes no serious contribution; he is not present in
the Laws. In the Sophist and Politicus, the two dialogues most
closely related to the Philebus, Socrates turns over the discussion
to the Eleatic Stranger. Only in the Philebus is he once again
Plato’s spokesman, and, if [ am right, again speaks in his
own person so far as basic method is concerned. He is Plato’s
philosopher.

In the Sophist we are apparently promised a trio of dialogues,
on the sophist, the politician, and the philosopher. The first two
dialogues survive; there is no record of the third. By the most
likely dating, the Philebus was written soon after the Politicus,
about when the Philosopher should have been written. For a
number of reasons we can see why the Philebus could not be called
the Philosopher. But I like to think of it as taking the place of that
unwritten dialogue. It is about Plato’s philosopher, it comes back
to the problem with which that philosopher was most concerned,
and it accepts his way of doing philosophy for its most important
results.

If, as I have argued, Plato returns in the Philebus to the con-
fident use of the elenchus, it must be because he decided in the end
that Socrates was right to trust that method. Clearly Plato had
found nothing better—nothing that he did not come to criticize
himself. What explains Plato’s renewed confidence in the
elenchus? As Vlastos explains, the elenchus would make for
truth simply by insuring coherence in a set of beliefs if one could
assume that in each of us there are always unshakable true beliefs
inconsistent with the false. It is not necessary that these truths be
the same for each of us, nor that we be able to identify them except
through the extended use of the elenchus. Thus someone who
practises the elenchus can, as Socrates repeatedly did, claim that
he does not know what is true; it is enough that he has a method
that leads to truth. The only question is whether there is reason to
accept the assumption.

I think there is good reason to believe the assumption is true—
true enough, anyway, to insure that when our beliefs are con-
sistent they will in most large matters be true. The argument for
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this is long, and I have spelled it out as well as I can elsewhere.®
But the argument hinges on a good Socratic intuition: it is only in
the context of frank discussion, communication, and mutual
exchange that trustworthy truths emerge. The dialectic imposes
the constant burden of interpretation on questioner and ques-
tioned, and the process of mutual interpretation can go forward
only because true agreements which survive the elenchus carry a
presumption of truth.

In coming to see that Socrates was right to trust the elenchus to
do more than insure consistency, Plato was returning to a point at
which he started. James Joyce quotes (or misquotes) Maeterlinck
as saying: “If Socrates leave his house today he will find the sage
seated on his doorstep.” The same, I have urged, can be said
about Plato; or even about philosophy.

® In “A Coherence Theory of Truth and Knowledge”™: Kant oder Hegel, ed.
D. Henrich (Klett-Cotta, 1983).

1 6 The Socratic Concept of Truth

Why did Socrates practice the elenctic method? One answer is
that he thought that by using it he would be led to moral
truths. But then the further question arises, why anyone should
think the method would lead to such truths. I shall suggest a
reason. Suppose I am right, that there is a good reason to
expect the elenchus to lead to moral truths. There remains the
puzzle why Socrates thought it worth his while to inflict his
persistent questions on anyone who would listen. Why did he
go around Athens at all hours of the day and night remorse-
lessly pestering friend and foe, adolescent and graybeard,
statesman and general, sophist and slave, wise and obtuse, with
questions they could not answer, and that he knew they
couldn’t answer? Yet he was so determined to persist in bug-
ging those around him that he confesses that his countrymen
believe not only that he “pours himself out copiously to anyone
and everyone without payment, but that [he] would even pay
something if anyone would listen” (Euthyphro 3d). In prison he
brushes off the warning that if he goes on talking he may have
to drink twice or even three times as much hemlock, and goes
on talking unperturbed (Phaedo 63d-€). He tells the jurors at
his trial, that his death will be no loss if he is able to examine
and question the dead in Hades (4pology 40c—41b). There are,
then, two questions. The first is why the elenchus should be
believed to lead to truth. The second is: even if it is reasonable
to expect or hope that practice of the method may lead to
truth, what motive did Socrates have for imposing it on others?
Though the answers to these questions need not be the same, I
think that in fact they are very closely related; and the answers
are in both cases philosophically deep.
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It is largely to the inspired scholarship of Gregory Vlastos that
we owe the rediscovery of Socrates as a fascinating and original
philosopher clearly distinct from Plato. The two questions I have
asked grow naturally out of Vlastos’ discussion of the Socratic
elenchus.'

Vlastos characterizes the elenchus as follows: Socrates elicits
an answer A to a question he puts to a respondent; Socrates then
extracts further admissions from the respondent which turn out to
entail the falsity of A. The entailment is accepted by both, and
(almost always) both concur that this shows (or even proves) that
A is false. Vlastos then raises the question: even granting that the
respondent has endorsed contradictory views, why should anyone
agree, that it is A that has been shown to be false? All that the
elenchus shows (assuming that the logic is sound) is that 4 is not
consistent with the subsequent admissions of the respondent. As
Duhem taught us, we can escape from a contradiction by giving
up any one of the premises with which we started; there is no
principle of logic that prompts us to abandon our original
assumption. Giving up one or more of the subsequent admissions
would do as well.

As Vlastos emphasizes, the logic of the elenchus can do no
more than reveal inconsistencies. Nevertheless, recognizing that
one’s beliefs are inconsistent is progress. Someone with incon-
sistent beliefs is guaranteed to have at least one false belief; so if
recognizing inconsistency prompts someone to eliminate it, the
certainty of holding a false belief will be removed. But there is
nothing in this process that ensures that any of the remaining
belief’s is true.

Since there is clear textual evidence that Socrates is often cer-
tain that some of his moral beliefs are true,” it is a puzzle why
Socrates should think the elenchus alone can certify such truths.
Vlastos has a surprising answer: Socrates is not depending on the
logic of the elenchus alone. Rather, he relies on an idea that is not

! The articles on which I particularly depend are “The Socratic Elenchus” [SE], in
Oxford Studies in Ancient Philosophy, Oxford University Press, 1983, pp. 27-58;
“Afterthoughts on the Socratic Elenchus”, ibid. 71-4; “Socratic Irony”, Classical
Quarterly 37 (1987), pp. 79-96; “The Paradox of Socrates” [PS], in The Philosophy of
Socrates, ed. Gregory Vlastos, Doubleday & Co., New York, 1971.

2 For example, that it is better to suffer injustice than to perpetrate it (Gorgias
482a—c).
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part of the elenchus but an assumption about the nature of human
thought. This assumption is that if a respondent gives a false
answer, there will always be further beliefs he has in the light
of which his answer is false. These further beliefs may not always
be clear or explicit, but they can be made so by elenctic ques-
tioning. As Vlastos puts it, “...we may all be said to ‘believe’
innumerable things that have never entered our heads but are
none the less entailed by what we believe in the common or garden
sense of the word” (SE, p. 51). The elenchus draws out these
further beliefs, and demonstrates that they conflict with the ori-
ginal proposal.

The “tremendous™ assumption on which Socrates depends is
stated this way by Vlastos:

A Anyone who ever has a false moral belief will always
have at the same time true beliefs entailing the negation of
that false belief.®

Even this assumption is not sufficient to insure that the elenchus
will lead to truth, however, for no reason has been given for
supposing that the beliefs that contradict the original proposal are
true. So far as logic is concerned, one can be consistently wrong as
easily (exactly as easily) as consistently right. What is required in
addition is something like this: there are basic truths no one will
concede are false. Therefore anyone with a false moral belief is
doomed to remain in a contradictory state. There are suggestions
that Socrates believed this (Gorgias 482a-c), and his practice
certainly seems to assume it. Let us then make explicit the
assumption Socrates needs in order to justify a claim that the
elenchus will force anyone who wants to avoid contradiction to
jettison his false beliefs:

B Anyone who ever has a false moral belief will always
have at the same time true beliefs which he will not surrender
and which entail the negation of that false belief.

I think Vlastos has B in mind rather than 4.* In any case,
Vlastos notes that Socrates never presents arguments in support

3
SE, p. 52
4 Vlastos’ discussion leading to the statement of 4 makes it fairly clear that this is
what he has in mind.
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of his method; it may well rest on assumptions of which he was
not aware. According to Vlastos, Socrates was not obsessed with
methodology; he believed in his method, but did not reflect on it
or defend it. It was Plato who came to question the method, and
subsequently invented a number of alternatives, none of which in
the end proved superior.’

Must we accept B, or something like it, on faith? I do not think
so. I think there are excellent reasons to accept B in a slightly
modified form. There is no evidence that Socrates had these
reasons, nor that he even asked for reasons for accepting his
“tremendous assumption”. So let me emphasize that here I depart
from scholarship, and ask the unhistorical question: was Socrates
right to lodge so much faith in his method, and if so, why?

A is, I have argued, not sufficient to justify the use of the
elenchus; now I want to urge that neither it nor Bis necessary. The
elenchus can be justified on the basis of the following, somewhat
weaker, assumption:

C There is a presumption that one’s serious (firmly held)
moral beliefs are true.

If this is so, it is highly unlikely that a false moral belief can be
made to consort with the weight of one’s serious moral beliefs.

Elenctic reflection which eliminates contradictions will, then,
probably result in true moral beliefs. If we accept C, and our
moral beliefs are in fact true, we can be said to have moral
knowledge, for we would have justified true moral beliefs.

But is C correct? I think we can see that it is by asking how it is
that we assign contents to the thoughts of others. I begin by
making an assumption that is Socratic in character: there s a close
connection between thought and language, especially spoken
language. At least with respect to our more careful and trans-
parent thoughts—and here I do not distinguish between evaluative
judgments and “factual” beliefs—what we say when we honestly
speak our minds reveals something we really think. Our thoughts
may be confused, and we may think much that we cannot at the

S This is my conclusion, not Vlastos’. In “Plato’s Philosopher”, London Review of
Books, | August, 1985 [Ch. 15 above], I suggest that near the end of his writing career,
in the Philebus, Plato himself despaired of a better method, and returned to the
elenchus.
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moment articulate, but what we do articulate provides a genuine
window on the soul. Language is necessarily public; there can be
nothing in the literal meaning of our words that cannot in
principle be made out by a sympathetic and persistent interpreter.
So what such an interpreter determines our thoughts to be is what,
confusion aside, they really are.

The elements of correct interpretation are such as to ensure a
large degree of truth. We must find others largely consistent and
right in what they believe as a condition of making them intelli-
gible, that is, as having thoughts at all. But since what we find is
what is really there, it follows that rational creatures, creatures
with thoughts, must be largely consistent and correct in their
beliefs.

This is a large and difficult subject about which I have written
at length elsewhere.® Here I offer an example to give the flavor of
the position. Suppose I am trying to interpret a speaker I do not
understand. I notice that she is caused to utter the words “Sta
korg” when and only when a red object is in plain sight, well
illuminated, and she is facing it. If further experiments bear this
out, I tentatively translate her sentence “That is red”. It is obvious
that this is just the sort of evidence on which we depend for
learning a language; nor can this fail to be the kind of connection
between speaker, interpreter, and world that in fact determines
the meanings of the simplest and most basic sentences, and hence
also determines the contents of the thoughts expressed by those
sentences. But this simple observation has momentous implica-
tions; if this is the way the meanings of sentences and the contents
of thoughts are determined, there is no way we can be generally
mistaken in our overall picture of the world and our place in it.
The basis of all social understanding is a background of thoughts
on which we are largely in agreement.

Something similar, though more complex, seems to me to hold
for evaluative judgments. Just as general concordance makes both
communication and thought possible with respect to “factual”
matters, so our understanding of the values of others depends on

6 See the essays in Inguiries into Truth and Interpretation, Oxford University Press,
1984, and “Rational Animals”, Dialectica 36 (1982), pp. 317-27. For the application
to evaluative judgments, see “Expressing Evaluations”, The Lindley Lecture, University
of Kansas Press, 1984.
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enough that is shared to allow us to make sense of what is not
shared, and to provide legitimate grounds for the resolution of
moral differences. This holds, of course, only to the extent that we
really do understand the thoughts and values of another. To take
the very simplest case, and to take it in a way that requires a great
deal of elaboration before it can be accepted: in the beginning,
there cannot be a complete discontinuity between how we learn
the meaning of the word “red”, and hence to apply it correctly
most of the time, and how we learn the words “good” and “right”.
There are important differences, but they are not as important as
the similarities.

These reflections, adequately developed, can justify Socrates’
dependence on the elenchus as a method for achieving moral
truth, and to make that dependence something that does not have
to be accepted on the basis of unsupported intuition or faith.
At the same time, it is clear that beliefs that survive elenctic
investigation are not guaranteed to be true. When it is properly
practiced, one is justified in accepting the results, and they are
probably true. If they are true, they therefore constitute know-
ledge in the ordinary sense of justified true belief, but the elenchus,
as Vlastos says, does not confer certainty. It is when thinking of
knowledge as requiring certainty, according to Vlastos, that
Socrates says he does not know moral truths.

I come now to my second puzzle: what motive might Socrates
have had to employ the elenchus as he did? (What motive might
anyone have?) This question may seem already to have been
answered, since if [ am right, it is a method that generally leads to
truth. But for whom? If it is Socrates who searches for the truth,
what is to prevent him from pursuing his method in seclusion? He
seems to accept the oracle’s deliverance that no one is wiser than
he, even though the reason may simply be that he alone knows
that he doesn’t have wisdom (in the sense of certainty). And his
experience with questioning others seldom if ever suggests that
Socrates has learned anything from the exchange.” What the
dialogues show us, again and again, is that Socrates is able to show

T The Philebus, far too late in Plato’s career to count as Socratic for most scholars,
may contain an exception: Socrates begins by claiming that a life of pure thought is
best, but the elenchus (administered by Socrates to himself ) shows that a mixed life of
reason and pleasure is better still.
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that his respondents are confused, that their claims to know what
piety or courage or virtue is are mistaken in the light of other
views they themselves hold. The wisdom that is gained is entirely
negative: a number of false views are revealed as such, but the
elenchus is never shown to lead to a major moral truth. Socrates
does claim to know certain moral truths; but these are presented
as premises, not conclusions, of elenctic argument, and they are
premises with which his respondents agree. There is no reason to
think, then, that Socrates practices the elenchus on others in the
hope that they know something he doesn’t.

Does he do it then for the benefit of others? There are two
reasons to doubt this. The first is simply that the Socratic dia-
logues testify that it doesn’t work. Socrates’ victims end up con-
fused, irritated, even insulted, but seldom do they claim to be, or
seem to be, improved. As Vlastos says, “Plato’s Socrates is not
persuasive at all. He wins every argument, but never manages to
win over an opponent”(PS, p. 2). The unexamined life may not be
worth living, but there is no sign that his patient’s lives improve
after Socrates’ examinations.

The second reason for doubting that Socrates examined others
primarily for the sake of improving their souls springs from the
first. Given that it was overwhelmingly clear that others were
annoyed rather than aided by his blunt administrations, it is hard
to believe Socrates nevertheless persisted in a hubristic attempt to
improve them. Perhaps Socrates did, as Vlastos suggests, lack a
kind of human sympathy in not appreciating that it is possible to
be virtuous without being able to answer the question “What is
virtue?” to Socrates’ satisfaction; but he was not stupid or cruel.

There is another reason, or excuse, offered by Socrates himself
for his persistent pestering of his fellow citizens (or anyone else in
range). This is that he would rather live among good citizens than
bad; he must therefore be convinced, whether rightly or wrongly,
that his questioning is doing some good, to others as well as to
himself (Apology 25c{t.). This does perhaps lend some weight to
the idea that Socrates believed his ministrations improved others
in spite of his apparent failures; but it does not provide a
respectable motive unless one supposes he was foolish enough to
think he could somehow reform an entire society against its will.

Finally, there is Socrates’ daimon who, he tells us, has
instructed him to spend his time questioning and examining



248 Historical Thoughts

everyone he meets, especially those who think themselves wise.
We can take this seriously as an additional reason for pursuing the
elenchus only if we suppose Socrates thought he should accept the
edicts of an authoritative voice unaccompanied by arguments.
I cannot credit this suggestion. Though the urgings and prohibi-
tions of the daimon no doubt accorded with strong Socratic
intuitions, intuitions perhaps in some sense religious, Socrates
would have heeded them only if he thought them rational.

It may be that I underestimate the power of—and textual evid-
ence for—some of the arguments for the public practice of the
elenchus that I have so hastily reviewed. But I would like to suggest
that there is a further argument that is more persuasive, and more
interesting, than any I have yet mentioned. This is that Socrates was
convinced that he himself would gain in wisdom and clarity from
elenctic exchanges with others even if they were not as wise as he.

There is doubtless much irony in Socrates’ frequently expres-
sed desire to learn from others. There is a serious point, however,
behind Socrates’ reply to Euthyphro when Euthyphro says
Socrates has understood him perfectly: “Yes, my friend (says
Socrates), for I am eager for your wisdom, and give my mind to it,
so that nothing you say shall fall to the ground” (Euthyphro 14d).
Socrates may be kidding when he credits Euthyphro with wisdom;
but he is serious about wanting to understand him. Socrates fre-
quently remarks that he is as prepared to find that he is wrong as
that those he questions are. When Protagoras asks whether he
should answer for himself or as “the multitude” would Socrates
replies “It makes no difference to me, provided you do the
answering. For what I chiefly examine is the proposition. But the
consequence may be that I the questioner and you the answerer
will also be examined” (Protagoras 333b—). Meno is pleased by
the style of Socrates’ answers, and he replies “Well then, I will
spare no endeavor, both for your sake and for my own [my italics],
to continue in that style” (Meno 77a). A bit later in the same
dialogue we find Socrates saying,

It is not from any sureness in myself that I cause others to doubt; it is
from being more in doubt than anyone else that I cause doubt in others.
So now, for my part, I have no idea what virtue is, while you, though
perhaps you may have known before you came in touch with me, are
now as good as ignorant of it also. But none the less I am willing to join
you in examining it and inquiring into its nature. (Meno 80c—d)
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When Critias accuses Socrates of trying to refute him rather than
pursue the argument, Socrates replies,

And what if I am? How can you think that I have any other motive in
refuting you but what I should have in examining into myself? This
motive would be just a fear of my unconsciously fancying that I knew
something of which I was ignorant. And at this moment, I assure you, I
pursue the argument chiefly for my own sake, and perhaps in some
degree also for the sake of my other friends. (Charmides 166¢c—d)

Or, again, “Protagoras, do not suppose that I have any other
desire in debating with you than to examine the difficulties which
occur to me at each point” (Protagoras 348c).

What these passages, as well as Socrates’ actual practice,
strongly suggest is that he believed, to the point of knowingly and
willingly risking his life for it, that verbal exchange, in the form of
the elenchus, provided the main, or sole, access to moral wisdom.
I take Socrates seriously when he explains why speech is superior
to writing. Writing, he says, is like painting: the figures stand there
as if they were alive, but if you ask them a question they are
silent. Written words are like that: they seem intelligent, but if
you question them they say the same thing over and over
(Phaedrus 275d).

Why, though, did Socrates believe verbal communication,
properly conducted, could lead him to the recognition of truths?
He did not say, and I cannot answer for him. But I can give a
reason why I believe it. The answer lies, as did the answer to our
first puzzle, in the way the contents of one person’s thought and
judgment depend on his relations to other people and to the
world. We think of dialogue as a process in which fully formed

_ thoughts are exchanged, and we overlook the fact that dialogue

supplies the nexus in which thoughts and concepts are formed and
given meaning. Thought and rationality are, as I said before,
social phenomena. Without language, thoughts have no clear
shape; but the shape language gives them emerges only in the
context of active communication. What we think depends on
what others can make of us and of our relations to the world we
share with them. It follows that we have no clear thoughts except
as these are sharpened in the process of being grasped by others.
When Socrates insists again and again in the Meno that it is
bootless to ask whether virtue can be taught until one knows what
virtue is, he is not, as is often supposed, bemoaning the failure to
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come up with a neat and final answer to the question, “What is
virtue?” He is inviting his companions to continue in the search
for mutual clarity and understanding—the only method he knows
for achieving moral truth.

We ought to distinguish between lack of consistency and lack
of clarity. In the Socratic dialogues respondents find themselves
saying things that are contradictory. But what this reveals is not
necessarily that they have clear ideas that conflict; the appearance
of contradiction more commonly betrays real confusion. There is
a genuine sense in which someone who is confused can’t be
straightforwardly wrong, for he simply doesn’t know what he
thinks. Dialogue, particularly in the form of the elenchus, pro-
vides the forum in which alone words take on meaning and
concepts are slowly clarified. The better we understand others the
better we know what we think.

It seems puzzling that Socrates is always asking, “What is
virtue?”, “What is piety?”, “What is justice?”, and never finding a
satisfactory answer. Never. Is he trying to find out what virtue or
piety or justice is, or to find out what he and others mean by the
words? How can we separate these issues? We cannot hope to
learn what these virtues are without learning what the words
mean, or to learn what the words mean without learning what
people, ourselves and others, mean by them. People mean what
others can take them to mean; to learn what we mean is to learn
what others we talk with mean. Understanding others, agreeing
with them on basic concepts, clarity about what we mean, come,
to the extent they do, together. The elenchus is a model of our
only method for promoting these ends.

1 7 Dialectic and Dialogue

This is the talk I gave when the City of Stuttgart did me the honor
of awarding me the Hegel prize. Since I was the first non-
European philosopher to receive this award, I interpreted the
occasion as marking another step in the remarkable rapproche-
ment that is now taking place between what for a time seemed two
distinct, even hostile, philosophical methods, attitudes and tra-
ditions. What we are witnessing is, of course, really no more than
the re-engagement of traditions that share a common heritage.
But this makes it no less surprising, since as we know it is those
who are closest in their presuppositions who are most apt to
exaggerate and dwell on their differences. To understand is not to
forgive, and to half-understand is all too often to reject.

The assumption that there are two radically different traditions
is not restricted to continents or countries; the sense that there is a
great philosophical divide is perhaps stronger within my country
than it is in Europe. I recently read a history of the development of
philosophy from Husserl to the present by a fine scholar who was
a classmate of mine at Harvard in the late 30s. As far as one can
tell, nothing that happened in England, Australia, or the United
States, from Russell and Moore to the present day, contributed
anything of serious interest to philosophy. His index mentions
exactly one English speaking philosopher, and then only to attack
him as a shallow commentator on German and French thinkers.
(Of course he also ignores the influence of Frege, the Vienna
Circle, Wittgenstein, and the Polish logicians.) I am glad to say I
do not find this attitude widespread today in Germany. The
present volume [Language, Mind and Epistemology, ed. G. Preyer
et al. (Dordrecht: Kluwer, 1994)] is one among a number of evi-
dences of the new openness to the pleasures and advantages of the
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free exchange of ideas drawn from philosophical cultures that
until recently often seemed so disparate as to preclude
productive conversation.

When I chose it, I was unaware that the title I had given this
talk was nearly identical with the English title of a book of essays
on Plato by another recipient of the Hegel prize, Professor Hans-
Georg Gadamer.! The coincidence of titles was not completely
accidental, however. Some half a century ago, when I was writing
my doctoral dissertation on Plato’s Philebus, I discovered that by
far the most profound commentary on the Philebus was Professor
Gadamer’s published dissertation.” So there is a long history to
our shared interest in Plato, the dialectical method, and problems
of interpretation. It is natural that Hegel should provide another
bridging element.

The Philebus was one of Plato’s last dialogues, and in it
Socrates makes his last appearance as principle interlocutor. It is
remarkable that after the didactic splendors of the middle and
other late dialogues, Plato here returns to the elenctic method of
his early writings, the inconclusive dialectic of conversational give
and take, thesis and rebuttal, that we correctly think of as typical
of Socrates. What is so special about this method, and why should
anyone believe or expect that it would produce valuable results?

In its simplest form, the elenchus involves just two people, one
who asks and one who answers. The questioner has some por-
tentous question: what is courage, what is justice, what is virtue?
When an answer has been elicited, the questioner then sets about
proving to the answerer that his answer is inconsistent with other
things he believes. The answerer now tries to amend or replace the
original answer in order to bring his answer into line with his
other professed beliefs. This process can continue through a
number of steps, but it never arrives at a satisfactory conclusion.
Those are the bare bones of the method; as fleshed out in the
Socratic dialogues, there are additional features that attract our
attention. The answerer is usually someone who claims, or should
be in a position to claim, that he knows the answer: he is a wealthy
landowner who professes to know what piety is, or a general who

! Hans-Georg Gadamer, Dialogue and Dialectic, Yale University Press, 1980.

2 Hans-Georg Gadamer, Philebus; Platos dialektische Ethik, Leipzig, 1931. My
dissertation has recently been published: Plato’s Philebus, Garland Publishing
Co., 1990.

Dialectic and Dialogue 253

should know what courage is. The elenctic treatment discloses his
ignorance of what he pretends to know. Given the inconclusive
outcome, the method seems designed more to discomfit the victim
than to discover the truth.

And how could this procedure discover truth? The original
answer proffered by the respondent is shown to be inconsistent
with other things he believes, and this is treated as showing that
the original answer is false; but logic cannot take us this far. If
each proposition in a set of mutually inconsistent propositions is
required for inconsistency, then withdrawing any proposition in
the set is enough to produce consistency. If consistency is the sole
aim, Socrates’ respondents could as well cleave to their original
answers by abandoning some subsequent admission. Worse still,
there is no reason to suppose any proposition in a consistent set is
true. The most that can be said for the elenchus is apparently that
by eliminating inconsistencies it removes the logical certainty that
at least one of a person’s beliefs is false; relatively small comfort in
return for a considerable investment of time and ego.?

It has been suggested that Socrates was convinced that every
man is in possession of certain basic truths, so that wisdom can be
achieved by weeding out the beliefs that are inconsistent with the
basic truths.* Whether or not Socrates believed or assumed this
I do not know, but I think something like this is a sound idea.
There are very good reasons to suppose that it is not possible that
most, or even many, of our simplest, and in this sense most basic,
beliefs are false; we cannot be wrong in thinking there is a world
outside our minds, a world that contains other people, plants and
animals, pastures and mountains, buildings and stars. To argue
for this view is a large task that I cannot undertake now;’ and it
would be to no avail, for though the assumption of a general
endowment of truths may improve the odds that the elenchus will
clear out the deadwood of error and leave the trees of truth
standing, this cannot explain Socrates’ faith in his method. The

* The importance of this feature of the elenchus is stressed in Gregory
Vlastos® brilliant book, Socrates: Ironist and Moral Philosopher. Cambridge
University Press, 1991.

4 Vlastos has suggested something close to this in “The Socratic Elenchus”, in
Oxford Studies in Ancient Philosophy, Oxford University Press, 1983, pp. 27-58.

5 Arguments in support of this thesis can be found in my “A Coherence Theory of
Truth and Knowledge”, in Kant oder Hegel, ed. Dieter Henrich, Klett-Cotta, 1983,
pp. 423-38.
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reason is that it cannot explain why the elenchus is the sole, or
even an efficient, route to the truth.

If Socrates knew the way to the truth, why didn’t he follow it on
his own and announce the result to those who would listen?
Instead, he insisted that he did not know the truth. Many scholars
have taken this disclaimer as Socratic irony, a form of open
pretense. But I think we must take him at his word, for he also
stoutly maintains, with no touch of irony that one can detect, that
he himself expects to profit from the elenctic exchange, even
though the elenchus seems to do no more than reveal the ignor-
ance of his respondents. Socrates says,

It is not from any sureness in myself that I cause others to doubt; it is
from being more in doubt than anyone else that I cause doubt in others.
So now, for my part, I have no idea what virtue is, while you, though
perhaps you may have known before you came in touch with me, are
now as good as ignorant of it also. But none the less I am willing to join
you in examining it and inquiring into its nature. (Meno 80C-D)°

Finally, we should bear in mind the famous passage in the
Phaedrus where Socrates explains why a living discussion is
altogether superior to a written record of that discussion. Written
words, he says, seem alive, but when you question them they
always give the same answer. A word, once written, is tossed
about both by those who understand it and by those with no
interest.”

So there are two vital aspects of the Socratic dialectic which
transcend the mere attempt to convict a pretender to knowledge
of inconsistency. One is that both participants can hope to profit;
the other is that unlike a written treatise, it represents a
process which engenders change. If it attains its purpose, an
elenctic discussion is an event in which the meanings of words, the
concepts entertained by the speakers, evolve and are clarified.
In this respect it is a model of every successful attempt at
communication.

6 Here are two more examples: When Protagoras asks whether he should answer
for himself or as “the multitude” would, Socrates replies “It makes no difference to
me, provided you do the answering. For what I chiefly examine is the proposition. But
the consequence may be that I the questioner and you the answerer will also be
examined” (Protagoras 333B—C). Meno is pleased by the style of Socrates’ answers,
and Socrates replies “Well then, I will spare no endeavor, both for your sake and for
my own [my italics], to continue in that style” (Meno 77A). 7 Phaedrus 275E.
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There can be a great difference between a dispute involving
people who understand each other well, and an exchange in which
achieving mutual understanding is a large part of the problem.
But there is an even greater chasm between an exchange viewed as
a situation in which the participants have clear concepts whether
or not they use the same words to express those concepts, and an
exchange seen as a process in which the concepts themselves come
into focus. A written discussion veils this distinction almost
completely. Writing reduces the number of active interpreters to
one, the reader, thus eliminating the interaction of minds in which
words can be bent to new uses and ideas progressively shaped.
Writing may portray, but cannot constitute, the intersubjective
exchanges in which meanings are created and firmed. Socrates
was right: reading is not enough. If we want to approach the
harder wisdom we must talk, and, of course, listen.

I have just alluded to the passage in which Plato explains the
superiority of the spoken word over the written. We should
interpret this passage in the light of another passage in which
Socrates persuades his respondent, Euthyphro, that he cannot
mean what he has said about the nature of piety. Euthyphro
complains that Socrates makes his words move about; they won’t
stay put. Socrates agrees that he does this, though not inten-
tionally; just as Daedalus made his statues move, Socrates makes
the words of others move, though he would rather that they stood
still.® This is just the sort of movement that is at its best in an oral
exchange. As they try to understand each other, people in open
discussion use the same words, but whether they mean the same
things by those words, or mean anything clear at all, only the
process of question and answer can reveal.

It is easy to confuse what goes on in a live conversation with
what we find in a written dialogue. If we read that someone, under
questioning, says “Justice is doing good to one’s friends and evil
to one’s enemies”, and subsequently is honestly persuaded that it
is not just to do evil to anyone, using the same word, “justice”, we
are almost certain to conclude that the speaker has radically
changed his mind. The original statement and the later admission,
we say to ourselves, contradict each other. And so they do if the
word “justice” means the same thing in both occurrences. We are

8 Euthyphro 11B-E.
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almost certain to take fixity of meaning for granted because as
passive readers we attach the same meaning to the word each time
we read it—or at least we assume the word has the same meaning
from start to finish, for otherwise what are the discussants
discussing? Yet in truth it often happens that what is being
discussed is exactly the issue.

We have a strong tendency to believe that thoughts almost
always have a definite content. Like Euthyphro we may have
trouble finding the right words; a clever questioner like Socrates
may be able to trip us up; we may fall into confusion on occasion.
But for the most part, we think we know what we think and mean.
Language is just the sometimes awkward tool we use to express
our thoughts. I suggest that this picture, which seems so natural,
misrepresents the actual situation; until we abandon the
assumption that our important ideas are clear, we will not
appreciate the power and purpose of the elenctic method. Let me
give an admittedly contentious example. Many people are
convinced that if they are sometimes free to act as they please,
then their actions cannot be caused, or, if caused, then caused by a
will that is not itself caused. Such a person may also believe he is in
fact sometimes free to act as he pleases, and yet that determinism
is true. This looks like outright inconsistency, and it may be. But
more likely it is a matter of confused or unclear concepts: both the
idea of a free action and the idea of determinism are difficult
concepts, for most of us they are concepts clouded with confu-
sion. A discussion cannot be expected to solve the “problem of
free will” if the concepts used to state “the problem” are murky,
for no clear problem will have been formulated. What a discus-
sion can do, with luck, is dispel some of the fog; it can at least
reveal that our aporia is due to the fact, not that we are grappling
with a deep metaphysical puzzle, but that we need better or
different concepts.

It may seem that all that is needed to improve matters is to
insist that the key terms be defined at the start. This strategy
supposes, however, that we already have at hand a supply of clear
concepts, and words to express them. But if the word on which we
are trying to bestow a clear meaning is not yet clear, it is unlikely
that we will have an appropriate reservoir of precise words and
concepts available to employ in the definition. There is also the
question, given that the word we wish to define stands for no clear
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idea, how we will recognize that a definition is correct. There is
another, even more basic difficulty with the definitional strategy:
there may not be a satisfactory definition. The Socratic dialogues
typically have the form of a search for a definition; what is it,
Socrates will ask, that all cases of virtue, or beauty, have in
common, and the proposed answers have the form of definitions.
Why is the search always a failure? The reason, I think, is simple.
We have no interest in a definition that does not employ concepts
or words that are simpler and more basic than the definiendum.
But the words and ideas we seek to define in philosophy, words
like “justice”, “beauty”, “truth”, “virtue”, “knowledge”, are as
basic as you can get. Unless you are going to go in circles,
everything can’t be defined. These words and the work they do,
confused and murky as they may be, are part of the foundations
of our thinking. It is a mistake to try to dig deeper. Definition is
not the way to make the foundations firm.

It often happens that we use words we do not fully understand,
but this is possible only if there is something there to be under-
stood. I may use the word “quark”, for example. I have a vague
idea what it means, and I know where to go to find out more. (To
find out much more I would have to learn a lot of physics and
mathematics that I don’t now begin to command: a full under-
standing of the word “quark” would require knowing how it
features in certain theories.) In such a case there is more to know
about the word because there are others who use it for commun-
ication and calculations in ways I cannot; there is something for
me to learn. The advances we can hope for in philosophical dia-
logue are not like this; as Socrates insists, he cannot teach people
what virtue or justice are, for he does not know himself. I take this
to mean, not that there is a clear concept available, but that the
elenchus may, if properly conducted, help the participants create
a clearer idea.

Discussion that revolves around the word “freedom”, to
choose another example, may bog down because there may be an
unnoticed ambiguity in the way the word is being used. Heeding
the existence of ambiguity and resolving it is an obviously useful
exercise. It is frequently necessary if a conversation is to make
progress. But again, important as disambiguation is to clarity and
understanding, it requires that there already be available the two
or more concepts into which the various meanings of the
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ambiguous word are resolved. This process therefore cannot be
the same process in which a new concept is forged, perhaps by
giving an old word a clearer or a more productive role.

Definition and disambiguation are powerful tools in the service
of better thinking and improved communication. It is a mistake,
though, to suppose we understand what a perfect language would
be like. It is possible to imagine, or even invent, languages with a
simpler and less misleading grammar than English or French or
Croatian, a language in which the logical relations among sen-
tences are easy to discern, and the rules of deductive reasoning
made perspicuous. We might even learn to speak such a language,
as our computers in a sense already do. But there would remain
the task of assigning meanings to the elements, the basic vo-
cabulary of nouns and verbs and the rest, and this we could do
only by using our familiar resources.

We are apt to think of a natural language as a definite mono-
lithic structure. As each of us learns his or her first language, it
seems like a given, something each person absorbs as best he or
she can, something which, if completely mastered, would insure
flawless mutual understanding. It is hard to shake this conception
of language, but of course it must be wrong. Languages were not
bestowed on mankind; until people talked there were no
languages. The ultimate goal in speaking cannot be to get the
language right, but to be understood, for there is no point
to language beyond successful communication. Speakers create
the language; meaning is what we can abstract from accomplished
verbal exchanges. It follows that a language cannot have a life of
its own, a life apart from its users.

I see the Socratic elenchus as a crucible in which some of our
most important words, and the concepts they express, are tested,
melted down, reshaped, and given a new edge. It is a microcosm of
the ongoing process of language formation itself, though a
sophisticated and self-conscious microcosm which takes advant-
age of rich and complex linguistic and cultural institutions already
in existence. To illustrate the point, let me compare a feature of
elementary language learning with the cooperative reworking of
verbal usage that occurs in dialectical exchange.

In learning a first language, many words must be learned by
ostension, which involves pointing or otherwise indicating
objects, surfaces, or events to which the word applies: we all first
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learned how to use words like “green”, “horse”, “hammer” and
“rain” in this way. Of course some of these words might be
learned instead by looking in a dictionary; but only if other words
had first been learned by ostension. Ostension has an obvious
limitation: in our whole lives we can be exposed to no more than
some finite number of examples. There is always the chance that
when a new case arises the learner will deviate from the norm. As
the new word is gradually surrounded by a growing ocean of
other words, some of them closely connected to the new, the
chances of deviation shrink, but never vanish. At some point, the
difference between learning a new word and sharpening the use of
a familiar word in the process of discussion disappears. After all,
even in the learning situation the deviant learner deviates not
from some abstract rule or norm but from what the teacher, and
perhaps the rest of the community, agree on. The ordinary learner
is simply someone who, perhaps wisely, has been persuaded for
the moment to suit his practice to that of one or more others.
A stubbornly deviant learner, on the other hand, may have an
insight into a deep similarity of cases that others have missed, and
she may carry the community with her. This is exactly what
Socrates does, or attempts to do, when he tries to persuade his
companions to stop using the word “just” to apply to acts in
which someone returns harm for harm, and to apply it instead to
acts that return benefit for harm.

Our words are at their best when applied to familiar examples.
They become increasingly vague or undefined as we approach the
borderlines or the unusual. When does green become blue? Is
disagreement here disagreement over the word, or the color? It
hardly matters, for the outcome is the same: what we come to
agree on shapes our language and our thinking, and it shapes how
we come to view the world. Color words are a trivial example.
When the words concern our fundamental values and beliefs,
words like “knowledge” and “virtue”, “honesty” and “person”,
the changes effected in our language by searching, sympathetic
discussion can make a profound difference to how we live
together. As Gregory Vlastos splendidly says, someone who, like
Socrates, practices the dialectic method accepts “the burden of
freedom which is inherent in all significant communication”.’”

® Socrates: Ironist and Moral Philosopher, p. 4.
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1 8 Gadamer and Plato’s Philebus

In 1931 Gadamer published his first book, Platos dialektische
Ethik; a second edition, with additions, came out in 1968; the
first edition was reprinted in 1982; and an English translation
(Plato’s Dialectical Ethics) appeared in 1991." The book was
Gadamer’s Habilitationsschrift, written under the supervision of
Martin Heidegger. It would be strange to make this early work,
written more than sixty years ago, the launching platform for a
discussion of,, or reaction to, certain lasting themes in Gadamer’s
writings if it were not for two things: despite the enormous
enlargement in the areas and problems on which Gadamer
has worked, the direction in which his ideas were to develop was
already quite clear. The second thing is personal: where Gadamer
sensed from the start the goal he would pursue, and pursued it
with brilliant success, I by chance started in somewhat the same
place (but without the clear goal) and have, by what seems tome a
largely accidental but commodius vicus of recirculation, arrived
in Gadamer’s intellectual neighborhood.

Plato’s Dialectical Ethics is, as its author points out in the
Preface to the first edition, really two extended essays. The first of
these essays is a general discussion of Plato’s dialectic, and its
basis in dialogue. It is clear that though the ostensible purpose is
to allow us to approach the Platonic texts with a fresh eye,
Gadamer is also illustrating not only his idea of how the inter-
pretation of any text is to proceed, but the foundation of the
possibility of objective thought. Gadamer makes no excuses for

! First edition, F. Meiner, Leipzig; German reprinting of the first edition,
F. Meiner Verlag GmbH, Hamburg; English edition (translated and with an intro-
duction by Robert M. Wallace), Yale University Press, New Haven.
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the “distance” between the issues he raises and the actual texts of
Plato; on the contrary, he advertises this distance: “The closer
these interpretations adhere to Plato’s text, the more distant they
are from their task of clearing the way toward that text. The more
distant they are from the world of Plato’s language and thought,
on the other hand, the closer I believe they come to performing
their task.””

The second essay is on the text for which the first essay clears
the way: Plato’s Philebus. At first this dialogue seems a curious
choice. It is in many ways an awkward piece. The construction
lacks the easy grace of many of the early and middle dialogues:
highly general and abstract passages are seemingly patched
together with the most practical consideration of what makes
various pleasures worthwhile; details expand to pages while vital
issues are passed over. It is unclear what role the Forms play if
any; yet this is a treatise on the highest good for man. Most
unsettling of all is the fact that Socrates practices the elenctic
method in ways that are highly reminiscent of the early dialogues,
while at the same time promoting doctrines with which he is not
explicitly associated in any other dialogue—indeed, doctrines it is
not easy to identify elsewhere in the Platonic corpus. Perhaps it is
not surprising that the text is apparently corrupt in some of the
most troublesome passages, almost as if copiers could not believe
what they were reading, and attempted crude improvements. One
has only to glance at Jowett’s translation of the Philebus to
appreciate how strongly he was tempted to warp what is plainly in
the text in the effort to make it fit with what Jowett felt was the
true Platonic line.

None of this fazes Gadamer. While he is a superb Classicist,
and discusses textual problems when they seem important, his
interest in the Philebus is entirely centered on its philosophical
content. This makes Gadamer’s book unique. There is not, as far
as I know, anything like it; not in English, not in German, not in
French is there another book about the Philebus, or an edition or
translation, which concentrates on the ethical, methodological,
and ontological thought in the dialogue. Gadamer’s book is, as he
plainly intended, not only an eye-opening account of what is to
be found in Plato, not only a stunning essay on the origins of

% Plato’s Dialectical Ethics, p. xxv.
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objectivity in communal discussion; it is 2 demonstration of what
the interpretation of a text can be.

It was about the year 1938 that I became interested in the
Philebus; | was an undergraduate at Harvard, studying Greek
and philosophy. My concern with the dialogue was more literary
than philosophical; to be more accurate, I was interested in the
history of ideas. Under the influence of the writings of Cherniss
and of my tutors, particularly John Finley, Harry Levin, and
Theodore Spencer, I became fascinated with the hints of Pytha-
goreanism in the Philebus, and the suggestion that in this dialogue
one finds apparent confirmation of some of Aristotle’s reports of
Plato’s late views. I also proposed that the Philebus, if not actually
the promised dialogue on the Philosopher which was to follow the
Sophist and the Politicus, could be viewed as a sort of substitute
for it. When the time came, a few years later, to write a doctoral
dissertation, I naturally turned to the Philebus. It was then that
I came across Gadamer’s book. Being a product of American
education, neither my German nor my Greek was very good (they
still aren’t), and so 1 unfortunately learned very little from
Gadamer; for one thing, the Heideggerian background of his
ideas was completely unfamiliar to me. What I did notice, how-
ever, was the concentration on the philosophical content for its
own sake, and this impressed me.

My progress toward the Ph.D. was interrupted by the war;
after the war I took on heavy teaching duties, and it was not until
1949 that I completed my degree. Meanwhile my interests had
largely shifted from the history of philosophy to the analytic
problems of the period. As a result my dissertation on the Philebus
was a rather plodding attempt to see Plato as much as possible in
the light of the contemporary methods and issues with which
I was involved.? Plato slowly receded into the background of my
thoughts, though from time to time I taught a course or a seminar
on the later dialogues until, in 1985, I was invited to give the
S. J. Keeling Memorial Lecture in Greek Philosophy at Uni-
versity College London. This led to a renewed interest in Plato
and the Philebus; I read some of the more recent literature, and
was particularly struck by the treatment of the elenchus by my

3 This curious product of my philosophical youth has now been published: Plato’s
Philebus, Garland Publishing Co., New York, 1990.
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friend and ex-colleague from Princeton, Gregory Vlastos. Vlastos
was engaged in writing his magisterial book on Socrates.* He was
mainly concerned to distinguish, even contrast, the views of
Socrates and Plato, and so his treatment of the elenchus, which he
considered to be characteristically Socratic, was restricted to the
early dialogues; already in the Meno, he thought, Plato had taken
over from his mentor. I was impressed, however, with the extent
to which the Philebus seemed to mark a return to the earlier
methodology, with the extent to which its concern with human
virtue looked back to the early dialogues, and with the fact that
Socrates again guided the discussion without assuming he knew
all the answers in advance. In writing my Keeling Lecture,
“Plato’s Philosopher”, I found it natural to connect my present
philosophical interests with what I now found in the Philebus.
Thus there is a certain parallel between my experience and
Gadamer’s with one of Plato’s oddest dialogues; and a vast dif-
ference. The dialogue touched both of us near the beginnings of
our professional careers, and it connects with our present inter-
ests. The difference is that Gadamer appreciated from the start
what was in the dialogue for him, and though his views developed,
and his interpretation of Plato underwent some change, he never
backed away from the thesis that free discussion is the source of
human understanding, nor from his recognition that Plato had
revealed and exploited this truth; I, on the other hand, lost my
fascination with Plato over a period of decades, and only recently,
and by a very different path from Gadamer’s, have come to grasp
some of what I dimly, if at all, understood the first time around.

The Philebus opens with a discussion led by Socrates that is
more reminiscent of the early elenctic dialogues in mood and
method than anything else in Plato’s middle or late dialogues. The
question to be decided is what is most excellent and advantageous
in a2 human life; or, as the issue is sharpened, what is the character
of the best life. Socrates and Philebus each have a candidate
answer: Philebus says the good is pleasure, Socrates that it is
wisdom. As in the early dialogues, Socrates does not claim to
know the answer; he insists that only a free discussion can hope

4 The book was not published until 1991: Socrates: Ironist and Moral Philosopher,
Cambridge University Press.

* “Plato’s Philosopher”, London Review of Books, vol. 7, no. 14, 1985, pp. 15-17;
[Ch. 15 above].
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to illuminate the subject. He is determined that his interlocutor
shall say what he really thinks, and not merely strive for a verbal
victory. It may well be, as Gadamer suggests, that Protarchus
takes over the “defense” of Philebus’ position because Philebus
seems uninterested in an honest communal attempt to find the
truth. Here, as elsewhere, Gadamer shows delicate insight into the
human relations that shape the course of the discussion, arguing
that it is only by appreciating all aspects of the context that we can
hope to understand the philosophical issues. It is a kind of insight
for which he gives Plato enormous credit. When Gadamer calls
his book Plato’s Dialectical Ethics, what he mainly has in mind,
he tells us, is the moral element in serious philosophical con-
versation, not the subject matter of the conversation in the
Philebus, though that too is moral. As recently as 1989, Gadamer
remarked, “The formula ‘dialectical ethics’ indicates an intention
that remains throughout all of my later work.”®

Gadamer is equally interested in how Plato illustrates the
creative aspects of discussion, and what he has to say about the
dialectical method; this is at least one reason for his fascination
with the Philebus. Given his (laudable) view that a satisfactory
interpretation of a text may be “distant” from it, Gadamer is more
than justified in not remarking on several unusual features of the
elenctic discussion of the Philebus. But there may be a gain in
pointing some of these features out. One I have already men-
tioned: there is no comparable example among the other late
dialogues. In fact, there is only one other dialogue now considered
late in which Socrates plays a leading part in the discussion, and
that is the Theaetetus. The reemergence of Socrates thus coincides
with the return to the early Socratic method. This is plausibly
explained by the return to a typically Socratic subject, the good
life; and there may be a further reason, which I shall mention
presently.

The method is that of the elenctic, but the pattern is not
standard. In the early dialogues, though Socrates claims ignor-
ance of the truth, he is never shown to be wrong; it is always the
proposals of the interlocutor that are found wanting. In the

® From an interview published in the Frankfurter Allgemeine (October 1989).
Translated in Gadamer and Hermeneutics, ed. Hugh J. Silverman, Routledge,
New York, 1991.
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Philebus, both Socrates’ and Philebus’ original proposals
are rejected in favor of a third position, which is then accepted by
the main discussants. This is perhaps the most strikingly original
feature of the dialogue’s method: where the early dialogues end
without a clear answer to their various questions, and the answers
to important questions to be found in the middle and other late
dialogues are put forward not in the course of dialogue but as
“found” objects, in the Philebus the answer emerges directly from
the conversational exchange. While Gadamer titles the first part
of Plato’s Dialectical Ethics “Conversation and the Way We
Come to Shared Understanding”, he does not emphasize how
seldom conversation is seen to result in shared understanding in
Plato’s writings.

Another, and related, feature of the Philebus is the discussion
of the “method of collection and division”, and the use to which
that method is put. The method had been introduced in the
Sophist, and further employed in the Politicus (I assume here that
the Philebus was composed after those two dialogues). The
method could not have been made explicit before the Sophist,
since it depends on the “blending” of ideas which is shown for the
first time in that dialogue to be consistent with the essential unity
of the ideas. Collection is the process, for which there is no fixed
method, of discovering, intuiting or hunting out, and then
defining, the genus to which the subject at hand belongs. Since
collection includes definition (or the provision of a “criterion”),
the result of collection, and the testing of its adequacy, can include
the employment of the elenctic. But collection may differ from the
method of the early dialogues in at least two ways: where the early
dialogues typically revolve around the search for just one idea, an
idea which defines some virtue or ultimate value, collection often
arrives at the genus by surveying subordinate universals, and
the genus may not define a value or goal, but merely help to place
the topic under study. Division is the process of discerning the
species and subspecies on down to the infima species which fall
under the genus. As in the case of collection, Plato stresses the fact
that neither of these aspects of the dialectic can be mechanized; art
is required at each stage, both in perceiving the right head idea
under which to gather the rest, and in “dividing at the joints”.

Collection and division are put to quite a different use in the
Philebus than they were in the Sophist and the Politicus. The genus
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which is subdivided in the Sophist is art, and the Sophist is defined
by naming the species to which he belongs, and describing how it
differs from other species of art. The statesman is found in a
species of science. In theory, the sole function of the method of
collection and division in these dialogues is to make clear the
essential nature of one of the subdivisions. Contrast this with its
role in the Philebus. The opening question was: which is the good
life, the life of pleasure or the life of the intellect? An elenctic
investigation ends with agreement that neither of these lives is as
good as a life that combines pleasure with intellectual abilities and
activities. The discussion that provides the criteria by which the
excellence of a life is to be judged may be thought of as a collec-
tion, but this is certainly not a genus that is subsequently divided.
Division is rather practiced twice over, once to uncover the dif-
ferences among the sorts of pleasure, and once to distinguish the
various mental aptitudes. These two divisions form much of
the bulk of the dialogue, and they serve not only to make clear the
“ingredients” that are available for inclusion in the good life, but
also to emphasize the aspects of the potential choices that suit
them for inclusion or exclusion.

At this point it is obvious that collection and division have done
what they can to delineate the good life; it is equally obvious that
the good life has not yet been described, for that requires the
exercise of judgment in selecting the best blend of pleasures and
intellectual elements. Plato’s method, at least in the Philebus,
comprises three parts: collection, division, and combination. Only
the third part shows how the purely theoretical exercise that pre-
cedes it can be applied to the world, to a life. I am inclined to
include the third part in the overall description of the developed
Platonic dialectic. This inclusion is not, I confess, directly con-
firmed by the text: Plato mentions only collection and division in
the section on the dialectic (15D-17A). This section is, however,
directly followed by two familiar examples of the application of the
dialectical method, and reflection on these examples reinforces the
idea that combination was part of Plato’s method. One example
is phonetics, or the “art of letters”. What is presented to the senses
is undifferentiated sound as it issues from human mouths; this is
the subject matter of the art. But collection requires that we dis-
cover the “seal of unity” that unites this subject matter. Plato
credits an Egyptian, Theuth, with having collected sound into three
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species, vowels, mutes, and sonants, and these in turn into the
generic concept “letter”. Collection in this case partly depends on
what then becomes the division of the letters into the three sorts;
this process is then followed by the division of each of the species
into the individual letters. Is this all there is to the art of letters? Of
course not: the art must include the ability to assemble letters into
words and words into sentences and sentences into narrative or
poetry or a lecture. Plato’s second example proves the same point.
The art of music requires more than that we discover the genus
(which may variously be interpreted as note, scale, or interval) and
the various subdivisions of the genus; it requires in addition the
ability to blend or combine these elements in a pleasing way.

The combining of elements in view here should not be confused
with the blending of the ideas of which so much is made in the
Sophist. That blending traces out the analytic relations among
concepts: it tells us such truths as that, while biped and quadruped
each blend with animal, they do not blend with each other. These
are the truths with which division is concerned, truths of logic in a
broad sense. The combining of elements that have been revealed
by division is an entirely different matter, and requires a skill of
higher order. Plato explains the methodological and ontological
considerations that lie behind this skill as involving a fourfold
classification of entities: the unlimited, the limit, the mixture, and
the cause of the mixture. We can, very roughly, think of these four
sorts of entity as follows. An unlimited is any entity viewed merely
as determinable; a limit is a defining shape, proportion, or num-
ber; a mixture is any definite object—metaphorically, it is a
mixture of an unlimited and a limit. Somewhat less metaphori-
cally, it is an entity whose parts or aspects are fixed in relation to
one another, as the good life is a mixture of pleasures and intel-
lectual elements. The fourth entity, the cause of the mixture, is the
rational agency which creates the mixture.

When this new apparatus is employed to answer the question,
which is the more significant part of the good life, pleasure or
mind, the answer is overdetermined. Many varieties of pleasure,
but none of mind, are not limited; they depend on alteration, as in
the relief of pain. Mind shares with the purer pleasures a part in
the final mixture that makes up the good life; but far more
important is the fact that mind is the cause of the very mixture of
which it is part.
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I have reviewed this much of the structure of the Philebus for
a purpose. I mentioned the fact that this dialogue is in some ways
a return to a theme and a method of Plato’s earlier works: the
theme is a human aspect of the good; the method is elenctic. The
return is symbolized by the fact that Socrates here makes a last
appearance as the leader of the discussion. Now I want to stress
the extent to which the Philebus diverges from what might have
been expected from the author of the Phaedrus or the Republic on
the same subject.

The essential use of division is justified only by the discussion in
the Sophist which makes clear the sense in which the ideas can be
“divided”; this in turn answers a difficulty raised in the Parme-
nides. The real significance of this discovery is not, however, the
discovery of a sense in which the unity of each idea is compatible
with its being many. The real significance is the recognition that
the ideas cannot serve this necessary analytic or epistemic purpose
and at the same time serve as norms, as patterns of positive value.
Thus when art is divided in the search for the sophist, a number of
the species are of unattractive types: one is the hired hunter of rich
young men, another is the maker of false conceits of wisdom. The
ideas which represent or constitute these species are not norms
that set positive values. Similarly in the Philebus, among the
classifications are the many impure, or “mixed”, types of pleasure;
these are all to be rejected in the most desirable life. We also
remember Parmenides’ teasing question to the young Socrates,
whether there are ideas of hair or mud or dirt “or any other trivial
and undignified objects”. Socrates denies that there are such
ideas; Parmenides gently suggests that this is because he is still
young; when philosophy has taken hold of him more firmly,
he will not despise such objects. Plato took the point to heart: he
preserved the epistemological and semantic features of the earlier
ideas, but divorced them from their normative role. This also
solved another problem: if, by participating in them, particulars
came to share some of the value of the ideas, there was the
embarrassing question whether this resemblance of particular to
idea did not require yet another idea.

Having given up the ideas as the source and explanation of
value, Plato needed a new account, and this was provided by
the concept of a well-proportioned, rationally generated mixture.
Commentators on the Philebus have tried to locate the ideas
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somewhere in the fourfold ontology of unlimited, limit, mixture,
and cause, but no consensus has emerged. This is not surprising;
the ideas, as employed in the Philebus, did their work in imple-
menting collection and division. The remaining task, of combin-
ing in the right way the elements revealed by division, was a task
for which the ideas could no longer consistently be used. The
fourfold ontology has a further purpose, that of providing a
framework in which the powers of the mind, of judging, selecting,
and combining the parts or aspects of a balanced, functioning
mixture, can be understood. It is an error to expect to find the
ideas in this practice-oriented classification.

In the Republic we are led to think of the ideas, particularly
the idea of the good, as the source of all that is real. The ideas are
therefore generative, a source of existence. In the Philebus, the
ideas no longer have this power or function: they are neutral
classifiers, known, of course, only to the mind, but powerless in
themselves to bring anything into existence. Mind has become the
sole mover, as well as the source of value. Here, as in the case of the
elenctic method, there is a return to the early dialogues: the ideas in
dialogues like the Euthyphro and Laches are what “makes” each
case of piety a pious act, or an act of courage courageous. But
there is no suggestion that this “makes” is generative in character.
Though for the most part only ideas of virtues are discussed, the
ideas themselves are not put forward as a source of value, nor is
there a claim that they exist separately from particulars. I think it is
no accident that the return, in the Philebus, to the early, purely
epistemic, use of the ideas, is accompanied by a return to the
elenctic method. There is a trajectory in Plato’s thinking about
how to discover what is good or has value. In the early dialogues,
there is little discussion of method; it is simply assumed that the
elenchus can lead to truths about what is good and virtuous.
Presently Plato appears to have become dissatisfied with this
reliance on the elenctic method; the theory of ideas is made
explicit, and it is elaborated by adding the doctrine of anamnesis,
and the whole metaphysical apparatus of the Republic. During this
period, as Vlastos emphasizes, the use of the elenchus gives way to
an openly didactic style: we are urged to view the realm of ideas as
the repository not only of truth but of all value and reality. With
the Parmenides, various difficulties with the metaphysical doctrine
of ideas are aired, but not answered. In the Theaetetus, the ideas
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apparently drop out of sight, and there is a brilliant study of the
concept of ordinary empirical knowledge. The Sophist and Pol-
iticus, by stressing the concept of division, reinforce the doubts of
the Parmenides. 1 would place the Philebus just here, as if, as I
suggested in my dissertation, this dialogue were some sort of
substitute for the promised dialogue on the Philosopher, following
the studies of the Sophist and the Politician. Now deprived of the
normative and generative theory of ideas, Plato makes explicit an
addition to his methodological tools, an addition which can take
their place—the theory of the mixture and its cause.

The renewed and refreshed use of the conversational, inter-
personal method of the elenchus makes the Philebus particularly
relevant to Gadamer’s discussion of the dialectic in the first
chapter of Plato’s Dialectical Ethics. This discussion makes little
mention of the Philebus; its function is to prepare the way for the
interpretation of that dialogue (in the second chapter) by drawing
its examples from various other dialogues. Thus the organization
of the book inadvertently leaves in shadow the extent to which the
dialectic of the Philebus differs from the dialectic of the earlier
dialogues, and, in a quite different way, from the dialectic of the
middle dialogues.

Gadamer is, of course, fully aware of the features which make
the Philebus unique. In the introduction to Plato’s Dialectical
Ethics he writes,

The fact that the Philebus’s position in regard to ontology is identical
with the general Platonic position that we call the doctrine of the Forms
cannot conceal the distinctive concentration of the Philebus’s inquiry on
the ethical problem—that is, on the good in human life. The goal, after
all, is to argue from the general ontological idea of the good precisely to
the good of actual human existence. In the context of this substantive
intention we are given a thorough dialectical analysis of hédoné (plea-
sure) and epistémé (knowledge), an analysis whose positive content and
methodological attitude both make the Philebus the proper basis for an
interpx_}etation of the specifically Aristotelian problem of a science of
ethics.

A few pages later, Gadamer speaks of “the derivation and philo-
sophical coherence of the unity of dialogue and dialectic which
only the Philebus, out of all Plato’s literary works, presents in
this way.”®

7 Plato’s Dialectical Ethics, pp. 1-2. ¥ Ibid., p. 15.
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The treatment of pleasure as a necessary ingredient in the good
life for a person is particularly emphasized by Gadamer; this
shows a human orientation not so clearly marked elsewhere. This
corresponds to the quite different role played earlier by the idea of
the good:

One should note that unlike the Republic, the Philebus does not inquire
about the idea of the Good and its function as a paradigm for human life;
rather its questioning is the opposite of that. It asks how the concrete life
of human beings with all its contingency and impurity, and determined
as it is by impulse and pleasure just as much as by knowledge and insight,
can nevertheless be “good,” i.e., can participate in the Good.”

In the recent interview mentioned above, Gadamer discusses
his view of the Philebus as it developed over the years. He sees it
as the connecting link between the Socrates of the early dialogues
and Aristotle’s ethics; in each case there is the concern with “the
question of the good for human existence”.

The differences between the early dialogues, the middle dia-
logues, and the Philebus are thus not ignored, but at the same time
they are muted. These differences, even the differences between
Plato and Aristotle, are seen more as a matter of emphasis, of
“highlighting”, of adjustment of method to subject, than as actual
inconsistencies. The picture is not one of stasis, but of a fixed cen-
ter about which there is movement; for example, “the Philebus’s
position in regard to ontology is identical with the general
Platonic position that we call the doctrine of the Forms™. I sup-
pose it is a question how far a “general position” can be stretched
before it tears. But it seems to me that it is difficult to bring the
Socratic dialogues, which make no mention of a realm of separate
ideas which are the only reality, and the source of all value and
existence, into line with the middle dialogues which do so treat the
ideas. Nor do I see how to reconcile the ideas of the Philebus
(which are in a clear sense divisible) with either the “ones™ which
Socrates seeks to define, or the ideas of the Phaedrus and Republic.

It is a matter of delicate judgment how far to emphasize the
continuities among Socrates, the periods of Plato’s thought, and
the periods of Aristotle’s thought on the one hand, and the differ-
ences that separate them on the other. If I have been emphasizing

® Dialogue and Dialectic; Eight Hermeneutical Studies on Plato, Yale University
Press, New Haven, 1980, pp. 190-1.
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the latter, it is not for the sake of airing my particular vision, but
because there seems to me some discrepancy between Gadamer’s
own idea of understanding, and his resistance to finding real
development in Plato’s attitudes and methods. To put this pos-
itively: I think a Platonic dialectic seen as more open to serious
revision would cohabit more happily with Gadamer’s own con-
ception of dialogue and conversation.

I accept Gadamer’s demonstration that the Philebus, more
than any other of Plato’s works, both illustrates and describes
“the way we come to shared understanding”, “the motives of a
concern for the facts of the matter in a shared world”. The early
elenctic dialogues contained many models of determined and
devoted search for the essential nature of one virtue or another, or
of virtue itself. There was Socrates’ repeated insistence that his
interlocutors say only what they really think, his concern that they
follow with him every step of the way; and along with the ironic
pretense that he could learn the truth from his interlocutors, there
was Socrates’ genuine modesty in confessing his own ignorance.
But it seems to me these dialogues nevertheless fall short of the
ideal of a communal search for understanding in at least two
ways. First, there is the vast asymmetry, taken for granted by
Socrates and his friends, that however ignorant Socrates was of
the final truth, he was right in what he did claim; and he made
some astonishing claims. It was always the interlocutor who
turned out to have inconsistent opinions, never Socrates. So even
though Socrates sometimes seems genuinely to think he may learn
something from the discussion, we are shown no real cases where
this happens.

The second way in which these dialogues fail, at least to my
mind, to embody the ideal of fruitful communication is that the
discussants assume from the start that there is a fixed, definite
answer to the deep moral questions asked. There is no suggestion
that the goal as well as the search owes something to the human
minds at work. Along with this assumption goes the unexpressed
conviction that the words that enable the discussion have settled
meanings; at the most, the parties to the dialogue may need to
determine whether they mean the same thing by the same words;
but this is something to find out, not something that may evolve.
This attitude makes words the tools of discussion rather than a
central aspect of what is to be made intelligible.
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In these two matters, the Philebus differs from the early
dialogues both in spirit and in theory. As I mentioned above,
Socrates astonishingly turns out to have held at the start a thesis
which must be abandoned. The study of the good life develops
from a manifest exchange of originally opposed opinions. The
goal is not fixed in advance, for the goal is not represented as a
matter of finding the nature of some single idea, but rather as
knowing the art of discriminating, judging, selecting, and mixing
the appropriate elements of a life in a way that exhibits measure,
proportion, and stability. The cause of this mixture is not some
abstract, eternal principle, but the mind of the person who lives
the life. The goal is in every sense a human goal: an end set by a
human being for that human being. This humane conclusion,
reached in the course of a collaborative dialogue, seems to me
what must, in large part, have attracted Gadamer to the Philebus
in the first place, and it exudes an attitude we find expressed
throughout Gadamer’s work.

“Language has its true being only in conversation, in the
exercise of understanding between people.”'® This saying of
Gadamer’s goes far beyond the linguist’s insistence on the pri-
macy of spoken over written words, for it implies that it is only in
the context of discussion that language comes to have a content,
to be language. (This is a view often attributed to Wittgenstein.)
But Gadamer has a much more basic claim, that thought itself
depends on language: “All understanding is interpretation, and
all interpretation takes place in the medium of language which
would allow the object to come into words.”'! “Language is not
just one of man’s possessions in the world, but on it depends the
fact that man has a world at all.”'? Putting these themes together,
we must conclude that it is only in interpersonal communication
that there can be thought, a grasping of the fact of an objective,
that is, a shared, world. Not only is it the case that the aim of
conversation is “shared understanding”; we must also acknow-
ledge that without sharing there is no understanding.

The reason for this is, in my opinion, that there is no other way
to answer Wittgenstein’s question, in what consists the difference
between thinking one is following a rule, and actually following
it. I interpret this as asking how words can have an objective

1% Truth and Method, p. 404. ' Ibid., p. 350. 12 Ibid., p. 401.
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reference, how sentences can have a truth value independent of
the individual. Our thoughts and words carry us out into the
world; this is why we can have true and false beliefs and say what
is false as well as what is true. This connection with the world can
be established only by shared reactions to a shared environment.
“Speech, in its primordial form, is part of a shared having to do
with something,” as Gadamer puts it.'* He goes on:

Language, in which something comes to be language, is not a possession
of one or the other of the interlocutors. Every conversation presupposes
a common language, or, it creates a common language. Something is
placed in the center, as the Greeks said, which the partners to the dia-
logue both share, and concerning which they can exchange ideas with
one another. Hence agreement concerning the object, which it is the
purpose of the conversation to bring about, necessarily means that a
common language must first be worked out in the conversation. This
is not an external matter of simply adjusting our tools, nor is it even right
to say that the partners adapt themselves to one another but, rather, in
the successful conversation they both come under the influence of the
truth of the object and are thus bound to one another in a new com-
munity. To reach an understanding with one’s partner in a dialogue
is...a transformation into a communion, in which we do not remain
what we were.'*

I am in agreement with almost all of this. Where I differ (and this
may merely show I have not fully understood Gadamer) is that I
would not say a conversation presupposes a common language,
nor even that it requires one. Understanding, to my mind, is
always a matter not only of interpretation but of translation, since
we can never assume we mean the same thing by our words that
our partners in discussion mean. What is created in dialogue is not
a common language but understanding; each partner comes to
understand the other. And it also seems wrong to me to say
agreement concerning an object demands that a common lan-
guage first be worked out. I would say: it is only in the presence of
shared objects that understanding can come about. Coming to an
agreement about an object and coming to understand each other’s
speech are not independent moments but part of the same inter-
personal process of triangulating the world.

13 Plato’s Dialectical Ethics, p. 29. ' Truth and Method, p. 341.



1 9 Aristotle’s Action

Aristotle’s Organon covers several of the areas into which we
sometimes divide philosophy. Philosophy of language and
hermeneutics may roughly be said to be the subject of the De
Interpretatione, logic of the Prior Analytics, and epistemology of
the Posterior Analytics. Yet when we look at the ten categories,
only the ninth can comfortably be identified with a contemporary
field of study, and that is action.

Aristotle pretty much invented the subject as we now think of
it; he was fascinated by it, and returned to it again and again. No
wonder. Action is the philosophical sibling of perception, and
hence of epistemology. Both compel us to face the problem of the
relation between the mind and the body, thought and the world.
The physical world assails our senses, and the outcome is a
sophisticated conceptual picture of that world; by appealing to
that picture we reason how to achieve our purposes through
action. In perception the physical world causes thought; in action
thought brings about changes in our physical environment. The
notion that our will is free from physical determination has
prompted many to hold that the mental and the physical must be
discrete realms, but if they are somehow decoupled, it is a ques-
tion how knowledge is possible. Skepticism and the problem of
free will are symmetrical problems.

Since it is clear that the concept of acticn is central to many of
the perennial concerns of philosophy, what is surprising is not
Aristotle’s interest, or ours, but rather the relative neglect of the
subject during the intervening millennia. The reason may be that
the connection of action with ethics has been so strong as to
overshadow the interest in action for its own sake. But whatever
the reason, the consequence is that the subject has progressed, or
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changed, relatively little since Aristotle. Aristotle thought that by
surveying what has been said by our forebears we can avoid
previous errors and benefit from accumulated wisdom. But in the
case of action, such a survey would not include a great deal
besides Aristotle, at least before the twentieth century. Our topic
has flourished, then, mainly in two periods: Aristotle’s and our
own. As we begin a new era, it is appropriate to try to predict
what will, or perhaps should, become of the subject in the
twenty-first century. So my talk naturally divides into three main
divisions: Aristotle, the century we are leaving, and the next
century.

1. Aristotle on Action

Although Aristotle was interested in the connection of action with
ethics, he treated it independently. Here he departs from Plato, for
though both philosophers were deeply concerned with the ques-
tion how a person should live his life, Plato’s interest in action was
almost exclusively focused on the normative claims on behavior.
Aristotle’s analysis of voluntary, or as we might say intentional,
action had the following main features.

Aristotle distinguished voluntary actions mainly in terms of the
cause: the cause of voluntary actions is internal and mental,
whereas involuntary actions are caused by external forces. In the
Categories he gives as examples of actions cutting and burning;
his examples of involuntary actions (also called affects, sufferings,
and passions) are being cut and being burned. The cause of
voluntary actions is the conjunction of appetite and thought (De
Anima 433a). Appetite, which has as its object something valued
or desired, initiates the causal chain; thought then determines the
means by which the desired end can be achieved. At this point,
action ensues. Aristotle stresses that thought alone would never
result in action. Thought, he says, is always good, by which
he does not mean that we cannot reason badly, or harbor false
beliefs, but that thought is not to be evaluated morally. Appetite,
on the other hand, may be good or bad depending on whether
what it takes to be valuable really is valuable or not. Appetites
may run counter to one another, and are easily fooled by distance
in space or in time.
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Interested as always in the logic of reasoning, Aristotle
compares the nature of reasoning about what to do with pure
syllogistic reasoning. “How does it happen”, he asks, “that
thinking is sometimes followed by action and sometimes not,
sometimes by motion, and sometimes not?” (De Motu Animalum
701a.) The difference is not, Aristotle implies, in the formal fea-
tures of the logic, but in the subject matter. In theoretical
reasoning the conclusion is coming to believe what is entailed by
the premises, as when someone who accepts that all men are
mortal and that Socrates is a man comes to believe that Socrates is
mortal. In practical reasoning, on the other hand, the conclusion
is an action, as when someone who wants shelter and believes he
can provide shelter by building a house forthwith builds a house.

Aristotle holds that reason, what he calls the “facuity of
knowledge”, is passive, it never moves us to act; only an appetite
or desire can prompt an action. This idea was echoed by David
Hume when he said “Reason is, and only ought to be the slave of
the passions.” A difficulty would seem to lurk here, for how can
reason be passive if it is a cause of action, and as essential to action
as desire? Perhaps Aristotle is only emphasizing his disagreement
with Plato, who held that knowledge of the good is in itself
sufficient for action, or the point may be that in the temporal
order, appetite or desire comes first.

Plato (or Plato’s Socrates) had also denied that it is possible to
recognize a good and not act to promote it. Here again Aristotle
disagreed. It seemed to him clear that someone could voluntarily
act contrary to her own best judgment: this is akrasia, what is
sometimes called weakness of the will. Here Aristotle faced
another problem, for he had said that given an apparent good,
one desired it, and if one saw a way to attain it, straightway one
acted. He decided that this sequence could fail when appetite
distorts one’s perception of the wrongness of the action. No doubt
there are many cases like this, but Aristotle’s solution does not
solve the general problem for reasons to which I shall come.

One feature of Aristotle’s theory of action is particularly
striking, for it goes against the general subsequent tradition: he
left no role for the concept of a will. Deliberation plays a role, but
no separate act of decision enters the causal chain. When reason
discovers a means to a desired end, one does not then decide to act
or even reason to the conclusion that action is appropriate and
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desirable. One simply, “straightway”, as Aristotle repeatedly puts
it, acts. There is no mental act parallel to drawing the conclusion
of a theoretical syllogism; in the case of practical reasoning,
drawing the conclusion is acting. It is just this contrast that
distinguishes practical reasoning from theoretical.

Aristotle discusses the mind-body problem at length in the De
Anima, and concludes that the mental and the physical are in
effect two aspects of the same phenomena. “It is obvious”, he
writes, “that the affections of the soul (e.g. anger, courage,
appetite, sensation) are enmattered.” Thus definitions of these
affections should define movements of the body (or a part or
faculty of the body). The physicist will define anger as a boiling of
the blood; the dialectician will define it as an appetite for
returning pain for pain. Given this (enlightened) view, no problem
can arise concerning the causal relations between thought and the
physical world.

II. Transition to the Present

Philosophers have not been silent about action between the time
of Aristotle and the twentieth century. Of course not. But for the
most part, their interest has been in the role of action in ethics: the
question has generally been not, what is the nature of action? but
what ought we to do? Nevertheless, important issues have been
raised. Aquinas, for example, realized that there are cases of
akrasia that do not satisfy Aristotle’s description. It often hap-
pens, Aquinas thought, that a person is faced with a choice
between two legitimate values, let’s say whether to vote for the
best candidate thus probably wasting one’s vote, or to vote for a
less attractive candidate who has a good chance of winning over
an even less savory candidate. In such a case, one reasons from
various principles, some of which support one course of action
and some of which support a contrary action. The akratic agent
may yield to the temptation of what that agent judges to be the
less valuable outcome. This cannot be explained as a failure of
reason, but of judgment. Aquinas puts it this way:

He that has knowledge of the universal [that is, the major premise which

expresses a value] is hindered, because of a passion [another value],
from reasoning in the light of that universal, so as to draw the conclusion
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[i.e., to do the right thing]; but he reasons in the light of another universal
proposition suggested by the inclination of the passion, and draws his
conclusion [acts] accordingly. ... Hence passion fetters the reason, and
hinders it from thinking and concluding under the first proposition; so
that while the passion lasts, the reason argues and concludes under the
second. [Summa Theologica, Part 11, Q. 77, Art. 2]

This seems to me a real improvement on Aristotle, for it explicitly
recognizes that motives may conflict. It need not be a matter of
being carried away by passion; one may be aware that one is not
doing the best thing and do it cooly.

Hobbes is in agreement with Aquinas that there are many
situations in which we must weigh competing values, and he
combines this point with the Aristotelian theme that there are no
volitions or acts of the will in addition to the reasoning process.
Hobbes says that when we deliberate we consider the pros and
cons of various actions, and one desire will win out. What we call
a volition is simply the last appetite, the one on which we act. “In
deliberation”, Hobbes remarks, “the last appetite or aversion,
immediately adhering to the action, or to the omission thereof, is
what we call will.”!

Developments in other aspects of philosophy and in science
had repercussions for the study of action. The materialist
La Mettrie, drawing on Descartes’s view of animals, held that a
mechanistic explanation of human thought, desire, and action
was possible, thus assimilating psychology to a general theory of
nature (L’Homme machine, 1745). But it was the success of
Newtonian physics that inspired David Hume to attempt a
scientific account of the mind, of ethics, and of action. While his
simple associationist psychology now seems absurdly inadequate
for explaining thought generally, much that he said about action
in relation to ethics echoes Aristotle’s views, and is appealing to
many philosophers today. Hume’s account of practical reason-
ing is essentially that of Aristotle, with appetite (which Hume
calls passion) determining the ends and reason the means. Ask a
man, says Hume, why he takes exercise, and he will tell you it is
to preserve his health; ask him why he wishes to preserve his
health, and he will tell you it is to avoid pain. At some point he

! Thomas Hobbes, Leviathan, ed. C. B. MacPherson, Harmondsworth: Penguin
Books, 1968, p. 127.
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will run out of reasons, for some desires are, at the moment at
least, final.

The apparent success of science in explaining many physical
phenomena raises the question whether the same methodology is
applicable to human actions and the mental states and events to
which we appeal in order to explain those actions. The work of
R. G. Collingwood made the issue central to the study of history
insofar as it delves into the explanation and understanding of
action. According to Collingwood, the methodology of history
(or, for that matter, any of the social sciences that treat individual
human behavior) differs markedly from the methodology of the
natural sciences. The natural sciences seek laws that enable us to
predict and explain particular events in terms of their causes. We
cannot expect to find strict laws that govern intentional behavior.
In the case of human action, what we seek is understanding: we
want to know why someone acted in terms of that person’s beliefs,
desires, and other attitudes. Empathy and imagination and
general knowledge of why people act as they do under various
pressures and in various circumstances are our main resources in
arriving at such understanding, though of course we sometimes
also know what people said in explanation of their actions, or
what they confided to their diaries. Collingwood has had many
followers in this matter, but there are others who think that
psychology should strive to emulate the natural sciences, or be
absorbed by them.

Modern epistemology, both in its Cartesian and its empiricist
forms, made skepticism a basic issue over a period of four cen-
turies or so, and general skepticism of the senses seemed to apply
to knowledge of other minds, and so raise the question how we
can ever know why someone else has acted. It is already a problem
how we can infer, as we surely must, a person’s motives from his
observable behavior, but this problem becomes totally intractable
if we cannot even tell what we observe. Rather surprisingly,
however, a number of philosophers, even those who, like Hume,
are general skeptics, have been willing to speculate on how,
supposing the general problem solved, we might arrive at justified
opinions about other people’s thoughts, motives, and intentions.
Here behaviorism in one form or another has played an active role
in the philosophy of mind, and so of action. But behaviorism in

what form? The question can’t be whether observed behavior
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(including, of course, verbal behavior) yields all the evidence we
have as to what others think, mean, and intend. There is no
alternative; to this extent we are all practicing behaviorists. More
serious behaviorists have thought that we could do away
with mention of such publicly unobservable states as beliefs,
intentions, and desires. Gilbert Ryle, in The Concept of Mind,
sometimes tends this way (1949); so does Wittgenstein. But nei-
ther of these two philosophers would have called himself a
behaviorist, for both were scornful of the idea that everyday
psychology, what we now call folk psychology, could ever be
made into a serious science, and serious science was, after all,
what behaviorism was about. Nevertheless, the question how we
do in fact learn so much about why people act from just noticing
their outward behavior remains one of the most fascinating, and
contested, areas in philosophy.

Economists are naturally interested in voluntary behavior, and
along with psychologists, statisticians, logicians, and philo-
sophers have developed sophisticated formal models for patterns
of decision making when the outcome of action is uncertain
(which, strictly speaking, is always). Such models typically
assume an idealized degree of rationality on the part of indi-
viduals, but this assumption has sometimes been modified in
various ways. Since models of rational decision theory must be
interpreted before they can be tested, the question how realistic
they are has been hotly debated during recent decades.

IIl. The Present

This concludes my summary of some of the post-Aristotelian
developments in philosophy and other subjects that have influ-
enced how philosophers now think about action. Until relatively
recently, little has happened to change Aristotle’s account of how
thought eventuates in reasoned behavior. The work of the later
Wittgenstein, of Ryle, Austin, Hampshire, and others stirred up
interest and discussion, but perhaps the crucial event in stimu-
lating a new look at the concept of action was the publication of
Elizabeth Anscombe’s Intention in 1957. In this short book she
raised the question how various actions are related to one
another. If a man pays a bill by writing a check, how are his acts
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of writing a check and paying the bill related? Her answer was that
they are identical: the writing of the check and the paying of the
bill are one and the same act. This claim immediately raises a
number of questions, the first of which is, what are the entities that
are identical or different? Actions, we answer; but then, what sort
of entities are actions? They would seem to be events. But modern
logic had assigned no role to events as serious members of the
ontology of the world, nor is it clear how events, particularly
actions, are named or referred to in sentences like “Arthur wrote a
check.” This is an issue of a kind Aristotle was not in a position to
discuss with the relative clarity with which it can be raised in the
context of today’s logic and semantics. I’ll come back to this issue
in a moment.

A second question Anscombe emphasized concerns a deep
question about the commonly accepted account of practical
reasoning—the Aristotelian practical syllogism. The problem,
Anscombe pointed out, is how we are to think of the major
premise, the “universal” premise concerned with the contents of
an appetite or desire or other motivational apprehension of a
perceived value. This premise is universal because at the start it
points to no particular action; it simply expresses a wish for any
action which will satisfy it. If the practical syllogism is to yield its
conclusion with necessity, as Aristotle had insisted, then the
major premise had to be such that, combined with appropriate
minor premises, the unconditional value of a particular action
would follow. Otherwise there would be no excuse for Aristotle’s
claim that, given the premises, the agent would “straightway” act.
But then, what is the form of the major premise? It had always
been assumed that it was a universal conditional like “One must
always keep a promise”, “I must do what I can to avoid an
accident”. Anscombe pointed out, however, that it is sometimes
wrong to keep a promise, and that it is logically impossible to do
everything one can to avoid an accident, since one might avoid a
head-on collision by turning either to the right or to the left, but
one cannot do both. It is implausible that in every situation in
which action is called for there is a single duty, obligation, or
value which bears on the case. But of course there are moral
philosophers who deny this.

If to these two problems raised by Anscombe we add
the already familiar problem of the nature of psychological
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explanation, we have a fairly complete list of the areas in which
contemporary philosophy of action has moved to positions dif-
ferent from, if not beyond, Aristotle. Since here we come to a time
that includes me, I cannot pretend that my account will be neutral
or disinterested. I will concentrate on what I take to be move-
ments in the right direction, and will not 2give: equal time (or in
some cases any time at all) to alternatives.

1. I turn first to the ontology of action. Because I was much
interested in the semantics (or logical form) of the sentences of
natural languages, I asked how events, and particularly actions,
are referred to in ordinary sentences. Anscombe had repeatedly
spoken of actions “under a description”, thus reminding us of,
say, Frege on such alternative descriptions of Venus as “the
Morning star” and “the Evening star”, or Russell on “Scott” and
“the author of Waverley”. 1 realized that if there were names or
phrases that named or described events, adverbs would be what,
in effect, modified them. But modern logic had no apparatus for
referring to events, and therefore no way of treating adverbs.
There were suggestions afloat in the work of Reichenbach and
others, but none of them yielded a systematic account of how talk
of events fitted with the rest of our talk. It was easy enough to say
that expressions like “Arthur’s writing of a check” or “Arthur’s
paying of the bill” referred to actions—the very same action in
some cases, according to Anscombe. The problem was to relate
such expressions to simple sentences like “Arthur wrote a check™.
If “Arthur’s writing of a check” referred to an action, so also,
I thought, must “Arthur wrote a check”. But the latter seems to
refer to only Arthur and the check.

The solution 1 have proposed to these problems may at first
seem ontologically excessive, but I believe it is now fairly widely
accepted by logicians, philosophers, and those linguists who are
interested in the semantics of natural languages. The idea is that
we must take events seriously as part of the furniture of the world,
and in particular accept actions as a species of event. As it turns
out, the sentence “Arthur wrote a check” doesn’t refer to a par-
ticular event in the way a name or description might: rather the

2 My early work on action is collected in Essays on Actions and Events, Oxford
University Press, 1980. French edition, translated by Pascal Engel: Actions et Evé-
nements, Presses Universitaires de France, 1994.
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sentence says there was at least one event of which Arthur was the
agent, it was a writing, and it was of a check. It is an existentially
quantified claim. This makes sense: if we say Arthur wrote a
check, we don’t imply that he wrote only one check, but that he
wrote at least one. We can now say that there was at least one such
check-writing event which was identical with some event that was
a paying of a bill by Arthur. Still no reference to any particular
action, just quantification over types of events. But we do refer to
a singular event when we speak of Arthur’s writing of the check.
Adverbs and adverbial modification also fall into line. A sentence
like “Arthur wrote a check on Saturday in his study” has many
modifiers, properties which we here attribute to some event: we
claim there was at least one event with all these properties: it wasa
writing, it was of a check, the agent was Arthur, it was on
Saturday, and it was in Arthur’s study. (I suppress the further
indexical element which identifies the relevant Saturday as an
event prior to the event of the utterance of the sentence.)
Adverbial modification becomes identical to adjectival mod-
ification once we accept events along with objects as part of our
everyday ontology.

Making sense of talk of “actions under a description” and
therefore of claims of identity does not solve the problem of
whether any particular descriptions do describe the same event. If
I accomplish one thing by doing something else, let’s say I play an
e® with the intention of completing a C minor chord, is my action
of playing e® identical with my completing a C minor chord? In
this case the answer would seem to be yes. But suppose I acci-
dentally make a friend sick by giving him a drink. Is my giving him
the drink identical with my making him sick? Here we tend to balk
at identifying the acts for a simple reason: events are surely not
identical if there is a property one has that the other does not. Yet
here one action is intentional and the other not. Worse still, the
action of giving him a drink was finished before my unintended
victim even began to get sick.

Here there are two things to set straight. The first concerns
intention. Strictly speaking, all actions are intentional provided
there is at least one description which reveals a feature of the
action which prompted the agent to perform it. But of course all
actions have unintended or non-intended features such as
unwanted or unexpected consequences. The concept of intention
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does not directly modify acts, but rather whole propositions.
Thus if Arthur signed the check, what was intended by Arthur
was that he sign the check. This explains why an action can be
intentional under some descriptions and not under other
descriptions. We also see that talk of voluntary actions has the
same semantic character as talk of beliefs, desires, expectations,
and hopes.

The second problem—the time of the action—does not depend
on anything as subtle as intensionality. It concerns, rather, the
relation of any event to its causes and effects. We constantly
identify or describe things partly in terms of their causal relations.
A substance is soluble if it is caused to dissolve when placed in
liquid. A rock is igneous if its present condition was caused by
volcanic activity. Someone has the disease of favism only if his
condition is caused by contact with fava beans. A male is a
grandfather if he has helped cause a child come into existence who
has helped cause another child come into existence. Many verbs
incorporate this idea: if John breaks a window, something he did
caused a window to break. This obvious analysis explains what
would otherwise be a mystery: the relation between the transitive
and the intransitive forms of many verbs; here, for example, the
transitive “break” means “cause to break”. Causality is a relation
between events. So to grasp what it means to say that John broke
the window, we need to invoke the existence of two events: we are
saying, “There were two events: one was something that John did,
one was a breaking of the window, and the first event caused the
second.” Once we see how easily the description of an object or
event can surreptitiously involve a cause or effect, it is obvious
how to explain, and explain away, our aporia about the time of an
action. If there are two events, their times may be different, and if
one caused the other, the time of the first must be before the time
of the other. So “John threw a stone” and “John broke the win-
dow” can involve just one action, but two events, because “John
broke the window” just means John did something (in this case
threw a stone) which caused the window to break. If I make
someone sick by giving him a drink I don’t do two things (give
him a drink and make him sick); all I do is give my friend a drink.
But that event caused him to get sick later, so it becomes true of
my action that it has an unwanted consequence. The time of my
action is not affected by the time of its consequences, just as the
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life span of a person is not affected by his becoming a grandfather.
Of course we neither say I made my friend sick when I have just
given him a drink but before he is sick, just as we don’t call
someone a grandfather if no offspring of his has yet had a child.?

I praised Aristotle, Hobbes, and Spinoza for assigning no
independent ontological or psychological reality to something
called the will, or to acts of willing. But how about intentions? At
one time I thought they too could be dispensed with in favor of the
relation between ends and means expressed by the claim that
someone threw a stone with the intention of breaking a window.
But this will not do for two reasons. One is that we often form
intentions for the future, and these are surely states of mind, just
as forming an intention is a mental event. The other reason is
closely related: any action which takes time to perform, like
building a house or writing a novel, requires a more or less con-
stant plan or intention in terms of which we monitor the action as
things develop. Such intentions exist whether or not they are
completed, or even begun. (Think of the intention of writing a
novel.) As states of mind such settled plans or intentions are much
like pro-attitudes of any sort, fairly narrowly focused, and always
based on more fundamental ends and relevant beliefs about how
those ends can be realized.

2. Anscombe’s attack on a common theory of practical rea-
soning led to the need for a radical modification of the Aristotelian
model. The need should have been clear once one shifted from
trying to say how one ought to act to trying to describe how and
why we do act. For it is obvious that the principles and values, the
perceived duties and obligations, which motivate our actions can,
and very often do, compete. Unless there are ultimate principles
which brook no exceptions (as Kant is often thought to have held,
and Richard Hare certainly does hold, as do many utilitarians),
the major premises in practical reasoning cannot be universally
quantified conditionals (e.g., “Tell no lies,” “Maximize
pleasure”). Many moralists, including G. E. Moore, Henry
Sidgwick, H. A. Pritchard, W. D. Ross, and Bernard Williams are
pluralists, as I am myself, and pluralists in moral philosophy

3 Given the causal relations built into the descriptions of many actions, it is not
surprising that Arthur Danto some time ago suggested that actions like moving one’s
arm (which he called “basic actions”) are causes of such actions as breaking a win-
dow. As my discussion shows, this cannot be correct since only one action is involved.
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believe there may be irreconcilable, but valid, moral principles.
When principles conflict with each other, we don’t give up one of
the principles. When we decide, in a particular case, that it is
better to lie, we continue to consider the principle which is
outweighed—the principle on which we fail to act—as valid, and
as relevant to the case in hand. We simply judge that other con-
siderations are, under the circumstances, more pressing, even
though we regret the road not taken.

W. D. Ross tried to resolve this difficulty by saying all duties
(and, he might have added, other values) are prima facie. This
can’t mean such duties merely seem, at first glance, to be valid, but
that they may conceivably be overruled. “Defeasible” would have
been a better term than prima facie. Still, what is the logical status
of the principles we bring to bear on our judgments of what to do?
It would be no help to put them in this form: “It is always
defeasibly wrong to lie,” for then there would simply be endless
valid principles from which we could conclude that almost any
action we contemplate is both defeasibly right and defeasibly
wrong. The idea is rather that an act is wrong or bad in sofaras it is
a lie; in other words, it is a good reason, as far as it goes, against an
action that it would be a lie.

The solution I have proposed is to model such principles on
premises that state that something constitutes evidence for or
against an empirical hypothesis. (This sort of principle has been
discussed at length by Carl Hempel.) I will skip the details. I was
led to think of this solution by the special case of conflict that
eventuates in akrasia. For even in this case, Aquinas pointed out,
the akratic agent reasons from what may all be valid values and
beliefs which he recognizes to be for and against what he ends up
doing. If the agent’s will is weak, he fails to act on his considered
judgment, but he does have a reason for what he does, just not a
good enough reason. A problem remains. If all that practical
reasoning can deliver is that there are reasons for and against an
action, practical reasoning can never tell us what to do. There is a
missing step. When the reasons have been weighed, we must
decide where the weight of the considerations lies. Weakness of
the will—akrasia—occurs when an agent judges that on the whole
one action is best, and yet he acts on a reason his judgment tells
him is inadequate to justify the action. In other words, he acts
against his own best judgment. But even the akratic agent
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has taken the extra step that Aristotle left out: he has decided on
which reason or reasons to act. This process, that of weighing the
considerations on both sides, cannot be reduced to a piece of
deductive reasoning.

Akrasia is only one of the many forms of irrationality. Others
include wishful thinking and self-deception. All irrationality is a
challenge to the philosopher as well as to the psychologist. The
central dilemma that must be faced when we try to comprehend
almost any kind of crooked thinking and acting arises from the
need to find an agent sufficiently rational to enable us to make
sense of his behavior on the one hand, and the fact that most
irrationality involves inconsistent or incompatible thoughts and
desires on the other. We are caught attempting to rationalize the
irrational. Different forms of irrationality require different
analyses, but none is simple to understand or explain, either for
the psychologist, psychoanalyst, or philosopher.*

3. I turn to the third area of perennial philosophical interest
raised by the study of action, an area still being actively debated,
the mind-body problem. Aristotle is to be admired for having
rejected the Platonic dualism of two realms; his position is equally
at odds with Descartes’s ontological dualism. As we saw, Aris-
totle insisted that mental states are embodied, and he claimed that
the mental and the physical are just two ways of describing the
same phenomena. Spinoza elaborated this idea, and was perhaps
more explicit in his insistence both that there is only one substance
and that the mental and the physical are irreducibly different
modes of apprehending, describing, and explaining what happens
in nature. I applaud Aristotle and Spinoza; I think their ontolo-
gical monism accompanied by an uneliminable dualism of
conceptual apparatus is exactly right. Most, though of course not
all, philosophers today are monists, but for various reasons many
reject the conceptual irreducibility of the mental to the physical.
Those who belong to this latter camp differ: some think that to
hold the mental to be conceptually irreducible implies that we can
never unify science; some think it means that we would have to
give up the attempt to make psychology a serious science; some
argue that anomalous monism (which is what I call my version of

4 Several of my essays on irrationality are collected and translated by Pascal Engel
in Paradoxes de Uirrationalité, Combas: L’Editions de L’Eclat, 1991.
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Spinoza) implies that the mental is causally ineffectual. This is not
the place to try to refute these views, so I shall merely state what I
take to be the truth.

The main reason for holding that concepts like belief, desire,
intention, and intentional action cannot be incorporated into
physics or any of the natural sciences is that these psychological
concepts deal with states of mind and mental events that have
propositional contents—they are about a subject matter. What-
ever is identified in terms of a propositional content has logical
relations to other such entities, and so the application of these
concepts is subject to the demands of consistency and rationality.
These demands are normative. We use our own rationality in
pursuing any science, but only in the sciences that deal with
thought do we treat the phenomena to be studied as themselves
conscious and potentially rational. The irreducibly normative
character of the mental and what is understood in relation to it,
like voluntary action, does not prevent us from studying thought
and action systematically, but any resulting science will be, in
part, a science of rationality.

1V. The Future

I haven’t left much space for the future, but then, we haven’t seen
much of it yet. I will hazard some predictions concerning the
directions in which we may expect philosophy of action to
develop, and express some hopes.

The study of action, along with other contemporary seismic
shifts, will continue to contribute to the breakdown of the
administratively ordained boundaries between the various fields
of philosophy. Plato, Aristotle, Descartes, Spinoza, Leibniz,
Hume, and Kant, to pick a few winners, recognized no lines
between metaphysics, epistemology, moral philosophy,
psychology, philosophy of language, and the history of philo-
sophy, and neither would we if our universities and colleges
didn’t often compel us to think of ourselves and our colleagues
as belonging in one or another field. Most of us in fact
ignore distinctions between the sub-disciplines of philosophy as
well as the lines between philosophy and linguistics, classics,
musicology, psychology, physics, and so on. The philosophy
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of action is well-suited to promote the breakdown of these
tribal divisions.’

Decision theory—that is, the theory of choice when the
outcome is uncertain—will, I believe, come to be studied and
modified by those interested in action far more than it has been.
For it is a theory of measurement in areas where measurement
often seems irrelevant: it purports to show how, on the basis of
expressed preferences for one action over another, we can con-
struct numerical measures of strength of belief (often called
subjective probability) and relative degrees of preference for
various possible outcomes of actions (a subjective scale of
utilities). A model of this kind does not attempt to reduce psy-
chological concepts to physical concepts. What it does do is show
how a well-understood pattern can lead from simple to sophist-
icated distinctions. As such, it is a philosophical tool of great
power, and one that is particularly appropriate to the study of
action. Philosophers and psychologists alike amuse themselves by
pointing out the apparent shortcomings of such idealized theories
of rationality, but I predict that as time goes on they will come to
appreciate the value this discipline.®

These are days when empirical knowledge of the workings of
the brain, and the relation of those workings to perception and
action, are increasing by leaps and bounds. For example, I am
impressed by the recent demonstration that perception of the
cause of a pain and perception of the pain itself are carried out by
discrete parts of the brain. Judging that something is painful, and
judging that something is the painful stimulus may seem similar,
but the fact that these attitudes are processed by different parts of

* I do not want to suggest that it is only philosophy of action that is involved in a
continuing interdisciplinary movement. Since the sixties there have been productive
relations among philosophers, linguists, logicians, neurologists, psychologists, and
workers in artificial intelligence. Today there is an increasing effort to bring together
(among others) molecular biologists and geneticists who study the patterns of gene
activation in neurons, cell biologists investigating synapses between neurons,
researchers who study networks of nerves and patterns of neural firing, and psy-
chologists studying behavior. Philosophers interested in thought and action can find a
role in this movement.

¢ Some have long appreciated the philosophical importance of decision theory.
Frank Plumpton Ramsey invented a form of decision theory (“Truth and Prob-
ability”, 1926), and Richard Jeffrey another (The Logic of Decision, University of
th(j)clfsgo Press, 1965). Isaac Levi has discussed its uses and shortcomings in several

Aristotle’s Action 293

the neural apparatus is philosophically suggestive.” More recently
still it has been confirmed that short- and long-term memory are
stored in distant areas of the brain, thus explaining why one can
lose the ability to remember what one is now doing while
remembering the past vividly.® We can anticipate many more such
discoveries. We are just beginning to learn in any real detail how
the brain controls the muscles that actualize actions, or how we
process the enormous amount of potential information provided
by the senses. Such understanding of correlations between events
described psychologically and described in neurological terms
will, and should, influence the philosophy of action. But I do not
predict extensive elimination of our mental terms, nor reduction
of psychological understanding and explanation to the resources
of the natural sciences. Interaction is one thing, reduction another.
Science is just beginning to learn how human development
takes place. An area of very special interest to philosophers of
action is the development of thought and language and the rela-
tion between the two. Here philosophical problems and empirical
discovery interact. At one time W. V. Quine speculated (on purely
logical and a priori grounds) on the order in which various
grammatical features of language are mastered.” But according to
the psycholinguist George Miller, subsequent studies by psycho-
linguists have shown that the actual sequence is quite different. On
the other hand we have Elizabeth Anscombe’s answer to the
question how we know where our limbs are. She said it was not, in
general, due to proprioception, and therefore not a matter of
something like perception; we know where our limbs are because
we put them there. Years later I learned that experiment had
proven her right: we typically know where our limbs are sooner (by
microseconds) than we could have learned it from proprioception.
This is philosophically important, for it provides an example of
empirical knowledge that is not based on empirical evidence.
The early stages in the development of thought and language
are a challenge for the philosopher because it is difficult to think

7 See A. Bechara et al., “Double Dissociation of Conditioning and Declarative
Knowledge Relative to the Amygdala and Hippocampus in Humans”, Science, 269
(1995), pp. 1115-18.

8 G. Fernandez, et al., “Real-Time Tracking of Memory Formation in the Human
Rhinal Cortex and Hippocampus”, Science, 285 (1999), pp. 1582-85.

? In particular, in The Roots of Reference, La Salle, Ill.: Open Court, 1974.
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how they can be accurately described. We have our behavioral,
neurological, physical, chemical, and genetic modes of descrip-
tion on the one hand, and our full-fledged manner of attributing
beliefs, desires, and intentions on the other. But we have no
dedicated vocabulary for what goes on in the mind of the infant
before there is a full grasp of a language or the concepts that come
with it. We are therefore constantly tempted to over-describe the
behavior of neonates and other animals, or, a related mistake, to
think of the early stages as learning first one concept and then
another, forgetting that concepts as we know them cannot stand
alone, but are shaped by a sophisticated pattern of knowledge and
know-how. Having little idea how to satisfy the need for a way to
describe the transition from the pre-propositional workings of the
mind to a formed intellect, we fumble our way through this fas-
cinating territory attributing thoughts to simple animals and
infants as if they were normal human adults. In this area
psychologists and educators are no better off than philosophers.

Another stretch of psychological country shared by
psychologists (including psychoanalysts) and philosophers is
irrationality. Freud, like Plato, Aristotle, Hume, and John
Dewey, was as much a philosopher of mind and action as he was
an empirical theorist and practitioner. It seems to me inevitable
that during the years ahead interaction between philosophers and
psychologists in this field will increase.

I mention last a central interest of my own: the empirical and
theoretical understanding of how one person comes to under-
stand another—not just how it is done in practice, but also what
it is about the structure of thought, emotion, and desire that
makes understandings and communication possible. Our under-
standings of the world, of other minds, and of ourselves are
mutually dependent, so that coming to know what others think is
not just a sophisticated addition to our knowledge of the world we
share, but is an essential part of it. Epistemology cannot be the
work of a solitary mind as Descartes and many empiricists
have assumed. I do not predict so much as hope that the study of
interpretation—the process of learning what others believe, want,
fear, and intend, and so coming to grasp the aspects of a person
that explain that person’s actions—I hope this study will flourish.
If it does, it may even do us all some good.

20 Spinoza’s Causal Theory
of the Affects

Our bodies constitute the essential link between our minds and
the rest of nature, and the character of this linkage poses some of
the most difficult problems in philosophy. Understanding the
relations between mind and body, the mental and the physical, the
domains of psychology and the natural sciences, is necessary if we
are to give an adequate account of action, perception, memory, or
empirical knowledge generally.

It is natural to think of actions as events whose causal histories
begin with the thoughts, desires, and intentions of an agent and
whose effects ripple outward through the motions of the body to
the outside world. Perceptions and emotions, on the other hand,
we view as caused by events in the world outside our bodies which
terminate, after the mediation of the senses, in beliefs and specific
fears, desires, loves, and hates. “Our mind,” says Spinoza, “does
certain things [acts] and undergoes other things, viz. insofar as it
has adequate ideas, it necessarily does certain things, and insofar
as it has inadequate ideas, it necessarily undergoes other things.”’
This sounds at first like the familiar opposition of acting and
being acted on. But the repeated “insofar as” suggests instead that
it is a matter of degree how far an event can be regarded as an
action or as a passion, a matter of the extent to which the causes of
certain events are in us, and the extent to which they are not.

Whatever we may think of the idea that acting and being acted
on are just directions, like left and right, on what is really a

! Ethics TIIP1. All translations are from The Collected Works of Spinoza, vol. 1,
edited and translated by Edwin Curley, Princeton University Press, 1988. Further
references to the Ethics will be in the text.
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continuum, it is striking how similar the problems are that arise in
the course of the attempt to analyze perception and action.
In the case of perception we start by noting that if someone sees
that the moon is rising, then it must be true that the moon is rising,
the perceiver must have come to believe that the moon is rising,
and the rising of the moon must have caused the belief that the
moon is rising. The difficulties concern the last clause. It is clear
that it states a necessary condition, since someone could not be
said to have perceived that the moon is rising simply because she
came to believe truly that the moon is rising: she might have come
to believe it because she was told so, or because she had read an
almanac that predicted the movements of the moon and the tides.
But the three conditions together are not sufficient conditions for
perception, since the actual rising of the moon might cause the
belief that the moon is rising in ways that would not count as
perceiving that the moon is rising. For example, the rising of the
moon might have caused a coyote to howl, and one might believe,
falsely, that coyotes always and only howl when the moon is
rising. Then the rising of the moon would have caused the agent to
believe the moon was rising, but the agent would not have per-
ceived that this was the case. At this point in the analysis, the
philosopher tries adding conditions to the way the event believed
to have occurred caused the belief. One could, for example,
plausibly supplement the account by requiring that the sense
organs play a specific role in the causality. But it is very hard—
impossible, in my opinion—to state the conditions with such
precision that no counter-examples can be produced.

A suspiciously similar problem arises in the analysis of inten-
tional action. An intentional action is one performed for a reason:
the agent has an answer, however absurd or trivial it may be, to
the question “Why did you do that?” Reasons rationalize an
action in the following sense: in the light of those reasons, the
action is intelligible to others. The reasons reveal what the agent
saw in the action, his end or purpose. Reasons fall into two main
categories: cognitive and conative. The latter are the values, aims
or goals of the agent—the ends, distant or immediate, that made
the action seem to the agent worth performing; the former are the
beliefs that prompted the agent to transfer the value he put on the
end to the means, ultimately the action, which he thought would
achieve the end. We cannot, however, simply define acting on a
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particular reason as acting in a way that is rationalized by one’s
beliefs and values, for one may act in a way that is rational in view
of certain of one’s beliefs and values, but do it for quite other
reasons. Thus I might want to help an old man and believe I could
help him by paying him to mend my umbrella. Yet these reasons
might have nothing to do with my paying him to mend my
umbrella—I might simply have wanted my umbrella fixed.
Clearly we must add something more to the analysis of actingon a
reason: we must insure that the reasons that a person has for
performing an action are the reasons that explain his performing
the action. One suggestion, which I believe is right as far as it goes,
is to say that a person’s reasons explain his acting only if they
cause the action. Yet this is still not sufficient, since causality can
work in devious ways; the reasons must cause the action in just the
right way if they are to be the reasons the agent had in acting. I do
not know how to make the conditions immune to counter-
example, nor do I think it can be done. The problem, which relates
the mental and the physical through causality, is the mirror image
of the problem of perception.

Those familiar with the difficulties that arise in analyzing
empirical knowledge will recognize the pattern of which I have just
given two examples. Memory supplies a closely related puzzle. If I
remember that I left my glasses in my office, then I must have left
my glasses in my office, I must believe I left my glasses in my
office, and my leaving my glasses in my office must be the cause of
my belief that I left my glasses in my office. But once more, these
conditions, though all necessary, are not sufficient: the causality
must be of the right, but apparently unspecifiable, sort.

Not all such problems involve, or at least clearly involve, both
mental and physical factors. For consider what it is to reason—a
process we may think of as entirely mental. In reasoning, pro-
positions do not occur in the mind at random: if the sequence of
entertained propositions is to constitute a course of reasoning, the
propositions must be logically related to each other. The mere
occurrence of logically related propositions in the mind does not
in itself suffice for reasoning, however; the consideration or
affirmation of certain thoughts must beget, i.e. cause, other
thoughts. But once more, not any causal relation will do: we
affirm the conclusion not only because we affirm the premises, but
also because we appreciate that the premises entail the conclusion.
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This is still not sufficient: believing that ¢ follows from a and b,
and believing that @ and that b is not enough to ensure that we
believe that ¢ for the right reason unless we connect the logical
entailment with the case at hand; this is the psychological ana-
logue of Lewis Carroll’s “What the Tortoise Said to Achilles”.
What we need is a correct account of how, in reasoning, the belief
in the premises causes the belief in the conclusion.

These puzzles all concern the causal relations of thoughts, of
thoughts as the causes of actions, as the effects of perception, and
of thoughts as the causes of other thoughts. The fact that these
relations are so deeply puzzling suggests some sort of misfit
between the concept of causality and the concept of a thought.

No philosopher was more obsessed with these problems than
Spinoza, and few philosophers have made such dramatic propo-
sals for their solution. I sketched at the start the problems as they
might be described by a contemporary philosopher. To appreciate
how Spinoza may have viewed the ancestors of these problems
(which may not be all that different from their modern versions),
let me state some of the assumptions from which Spinoza started,
and which he sought to reconcile.

(1) In the sequence of events in the material world—the world
of extended objects—everything happens according to the laws of
nature. There is no event that is not fully determined by what
goes before, and no state of the universe that does not fully
determine what follows. The system is comprehensive, determi-
nistic, and closed. If nothing can interfere with the working of
this system, we, as human agents, cannot interfere. Our actions,
so far as they belong to this system, cannot be free in the sense of
undetermined; our actions are caused by what goes before, and
what we effect by our actions is likewise just part of the
ineluctable course of nature. God can neither interfere in the
natural course of events, nor can he be prior to it as an
independent creator. Since everything that can affect the system
is included in it, every natural event can be fully explained by the
laws of nature and any total prior state of the universe.

(2) Both thoughts and extended bodies are real. Yet our
conception of thoughts, of desire, of memories, and of reasoning
is a conception that does not include the defining properties of
physical objects such as precise location in space, a shape,
physical texture, and chemical composition. For this reason our

I
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physical system, which explains causal interactions in terms
of such properties, leaves no room for mental events. It would
seem to follow that if there are mental events (which Spinoza
takes as evident) then they can neither be caused by events in
the physical world (as perception apparently requires) nor can
they cause events in the physical world (as action apparently
requires).

(3) Aside from the fact that action and perception seem to
demand some close relation between thought and the world of
extended objects, we have other reasons to believe in a close
relation. We are constantly aware, for example, of what goes on
in our bodies. We are not aware, in the same way, of what goes on
in the bodies of other people. (The close connection between our
bodies and our sensations Edwin Curley rightly sees as a major
consideration for Spinoza.”) Our thoughts are directly expressed
in the physical motions of our bodies in a way that our thoughts
are not expressed in the bodies of others.

There is a further, and global, respect in which the order of
thoughts precisely parallels the order of extended things and
events. If the physical world is fully determined by laws and the
distribution of bodies and their motions at some one moment,
then we know that there exists an infinite set of propositions
about the distribution of bodies and their motions at some
moment which, in conjunction with the laws, would enable an
infinite mind to calculate the entire history of the universe. If
we think of the world of thought as consisting of all these truths,
then there is a clear sense in which “the order and connection of
ideas is the same as the order and connection of things” (IIP7).
The connection of ideas is that of deduction: a proposition
describing one state of the universe may be deduced from a
description of an earlier state of the universe by appeal to the laws
of nature. The order in which one state of the universe may be
inferred from a prior state is the same as the temporal sequence of
events it predicts and explains.

These three assumptions, of a closed deterministic system of
physical nature, of a world of thought which does not interact
with the physical, and of a very close connection between the

? Edwin Curley, Behind the Geometrical Method: A Reading of Spinoza’s Ethics,
Princeton University Press, 1988, p. 82.
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mental and the physical world, set the problem. The problem is,
what can the connection between the mental and the physical be if
it is to satisfy these conditions? Spinoza’s answer, as we know, is
that the mental and the physical are just two ways of viewing and
understanding one and the same world.

It is clear that this proposal brilliantly reconciles the existence
of the mental with the existence of a deterministic closed system of
the physical which leaves nothing out, but makes no reference to
the mental. An ontology that comprises just material objects and
events may yet be complete if the mental objects and events are
identical with the material, and so a purely physical science can, in
one clear sense, be complete. Spinoza’s monism is also consistent
with the failure to conceive how interaction between the mental
and the physical takes place, though this point is much harder
to grasp.

One reason it is hard to grasp is that there is, or seems to be, a
way in which we do conceive causal relations between the physical
and the mental, and this is a manner of conception at which
Spinoza constantly hints. Thus he defines love as “Joy with the
accompanying idea of an external cause”. Joy is an affect of the
mind, but what is the idea of an external cause? It may be that
Spinoza means only that there is an association of two items in the
mind, one the affect of joy, the other the mind’s (inadequate) idea
of an event in the body. This would not imply interaction. But it
seems more reasonable to view the second item as the belief that
the cause of one’s joy is a certain external object, and this does
imply the conception of causal interaction between the mental and
the physical. Or again, “If someone has done something which he
imagines affects others with joy, he will be affected with Joy
accompanied by the idea of himself as cause” (IIIP30). If you can
imagine that something you have done affects others with joy, it is
hard to see how you are not at least imagining a case where a
physical event causes a mental affect.

The most obvious objection to Spinoza’s apparent denial of
interaction is, however, far more direct. Spinoza insists on causal
relations among physical events, and each of these physical events
isidentical with some thought. Suppose, then, that the ringing of a
bell causes some complex event in my brain, and this event is
identical to my awareness of the sound. If the ringing of the bell
caused the event in my brain, and this event is (in the sense of
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identity) a thought, how can Spinoza consistently deny that the
physical sound caused the thought? How can he plausibly deny
that we believe in such causal relations, and so conceive them?
Marx Wartofsky suggests a solution. He writes, apropos
Spinoza’s identity theory:
The radical consequence of this view is a rejection both of a mechanistic
determinism of psychic states by bodily states...and of a psychic
determination of bodily states...For if one takes the identity ser-
iously . .. every change in a psychic state is a change in a bodily state,
necessarily; but not causally. A change in the psychic character, or
intensity, or quality of an emotion does not lead to a change in a bodily
state; it is one. Thus, the mistaken notion that Spinoza proposes a par-
allelism as against Cartesian interactionism simply has the model wrong.
There is conceptual parallelism, insofar as we think of bodies and minds.
But what we think, under these two attributes, is not parallel, but
identical.’

The idea here, as in much of Spinoza’s Appendix to Ethics1, is: the
relation between mind and body is not causal because it is the
relation of identity. But clearly this response does not answer a
criticism based on the claimed identity. If a causes b under the
attribute of extension, and b is identical with ¢, where ¢ is con-
ceived under the attribute of thought, how can we deny that a
caused ¢, where a is conceived as extended, and ¢ as a modification
of mind?

The difficulty, put this way, is so apparent that one must
assume that we have misinterpreted Spinoza on some essential
point, or have failed to make a distinction that was crucial to his
position. What are the possibilities?

One interpretation would deny the apparent element of dual-
ism in Spinoza. If there is no distinction to be made between the
mental and the physical, then it makes no sense to speak of
interaction. Thus Curley argues that “the fundamental thrust of
Spinoza’s system is anti-dualistic, . . .it is a form of materialistic
monism”.* If we take Spinoza as denying the reality of the mental,
of course there can be no problem about interaction. But before
we could accept this solution, we would have to explain away
Spinoza’s denial of interaction and his apparent insistence on the

3 Marx Wartofsky, “Action and Passion”, in Spinoza: A Collection of Critical
Essays, ed. Marjorie Grene, Anchor Books, Garden City, NY, 1973, p. 349.
4 Curley, Behind the Geometrical Method, p. 82.
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reality of the mental. In fact, Curley does not try to explain away
Spinoza’s very evident commitment to an attribute of mind in
every way parallel to the attribute of extension.’ His arguments
for Spinoza’s materialism are rather arguments for a complete
parallel between the mental and the physical: he points out how
Spinoza emphasizes the complexity of the body, which makes it
plausible that it can echo the complexity of thought, and he
stresses the doctrine that all human knowledge is in the first
instance knowledge of one’s own body. These are considerations
which, in another philosopher, might be employed in defense of a
reduction of the mental to the physical, but there is no evidence
that Spinoza contemplated such a reduction.

Alan Donagan takes almost the opposite tack; he comes close
to denying that Spinoza is a monist. “Since each attribute is really
distinct”, he writes, “Spinoza allows no possibility of reducing
even human thought to processes in human bodies, which used to
be the programme of materialism when philosophers were serious
about it. From no point of view is he a materialist.”® Donagan
allows that, though there is a “sense” in which “a given human
individual’s mind and body are. ..the same thing, constituted
respectively by the really distinct attributes of thought and
extension, they cannot be causally related to one another, because
those attributes are really distinct”.” Curley can be excused for
saying that Donagan “seems to think that Spinoza’s monism
about substance is spurious”.® If Spinoza is not a genuine monist,
mind and body are not really identical, and the apparent con-
tradiction I pointed to disappears. But then, so would
the apparent contrast between Spinoza’s metaphysics and
Descartes’s also disappear, and Spinoza would need some sub-
stitute for the pineal gland.

There remains, as far as I can see, only one other avenue of
escape from the problem we have set, and it involves the concept
of causation and the interpretation of Spinoza’s denial of inter-
action. What did Spinoza mean when he wrote, “The Body

% In an important respect, Spinoza’s attribute of mind is infinitely greater than that
of extension, for since mind has an idea of everything that exists, it not only has an
idea of every mode of extension, but also of every mode of mind, which implies an
infinite regress of ideas for every extended object.

: Alan Donagan, Spinoza, University of Chicago Press, 1988, p. 119.

Ibid., p. 124. 8 Curley, Behind the Geometrical Method, p. 158, n. 38.
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cannot determine the Mind to thinking, and the Mind cannot
determine the Body to motion...” (IIIP2)? Did he mean by
“determine” what we mean by “cause”?

Hampshire warns us that although both we and Spinoza mean
by a cause “anything which explains the existence or qualities of
the effect,” Spinoza has a different standard of explanation than
that of modern science:

To Spinoza . . . to “explain” means to show that one true proposition is
the logically necessary consequence of some other; explanation essen-
tially involves exhibiting necessary connections . . . The ideal of scientific
explanation is here purely deductive and mathematical. ..

The idea that the occurrence of a particular event can be explained
entirely by appeal to logic seems to require both that the laws of
nature be regarded as laws or truths of logic, and that there is a
logical truth from which to reason, by way of the laws, to the
logical necessity of the effect. This view, that all the truths of
nature are ultimately truths of logic, or at least of reason, is not
my concern here. I am interested in an ideal of explanation which
modern science may be said to share with Spinoza: the ideal of
discovering a system of laws from which the occurrence of the
event to be explained can be deduced from a description of the
relevant causal conditions. Achieving this ideal implies, first, that
nothing that can affect the operation of nature lies outside the
system of explanation, and, second, that there is a preferred
vocabulary in terms of which the laws are stated and in which the
events to be explained and the relevant causal conditions can be
described. This is the vocabulary of the ultimate science of nature.

No doubt it is true, as Hampshire says, that Spinoza wanted
the laws and ultimate starting point to be truths of reason; but
setting aside this essential point of difference from modern sci-
ence, the concept of explanation is the same: given the laws and
the prior conditions, the rest is logic and mathematics.

The distinction I wish to emphasize is not, then, Hampshire’s
distinction between science viewed as dealing only with truths of
reason and science as experimental and empirical; it is rather a
distinction available within the concept of explanation shared by
Spinoza and modern science. Within that common concept it is

9 Stuart Hampshire, Spinoza, Penguin Books, 1951, p. 35.
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easy to grasp the possibility of degrees of explanatory adequacy.
A completely adequate explanation is one that deduces the
occurrence (or probability of occurrence) of the event to be
explained from the laws of nature and a statement of the prior
conditions. We fall away from such complete adequacy as our
knowledge of the laws of nature or the relevant causal conditions
diminishes. Take an example. The cause of some particular event,
say the San Francisco earthquake of 1906, is some other
particular event, perhaps the sudden release of energy as the
Pacific plate slid northwards along the San Andreas fault. Of
course we could not predict the earthquake from this description
of either cause or effect, even given correct laws: before we could
predict the earthquake we would need descriptions of cause and
effect that would bring them under the laws: the descriptions
would have to instantiate the laws. It is clear that such descrip-
tions would have to be far more detailed and complete than any
we are prepared to give. Because our descriptions of the events
involved are incomplete, our explanation of the earthquake is
inadequate.

The inadequacy of our knowledge of the cause and the effect
does not throw in doubt the causal connection; we may have
correctly identified the cause of the earthquake, even though our
knowledge of that cause, and hence our understanding of the
earthquake, are partial. So there are at least two ways in which our
ability to explain an event may fall short: we may be ignorant of
some of the causal factors (and so take advantage of a phrase like
“other things being equal”), or we may lack the appropriate
descriptive vocabulary for specifying the cause or the effect in a
way that would allow us to see them as instantiating a law. These
two sources of failure, or partial failure, converge in the case where
we command the appropriate vocabulary, but do not know how
to describe the cause or the effect, or both, in that vocabulary.

The ideal of a comprehensive vocabulary in which complete
explanations could in theory be given of any event does not rule
out the possibility of another, irreducibly different, vocabulary in
which alternative explanations of the very same events could be
produced. There might be many such possible systems. So noth-
ing precludes as unintelligible the idea that the vocabularies of
the mental and the physical belong to two different, but equally
complete, systems of explanation for the same world. The
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possibility just bruited describes Spinoza’s metaphysics: onto-
logical monism and a multiplicity of conceptual systems.

In what sense can such a metaphysics maintain the irreducib-
ility of one system to another? Clearly Spinoza’s metaphysics
depends on ontological reduction: each material entity is identi-
fied with a mental entity.'® The failure of other forms of reduction
is consistent with such monism. Definitional reduction, for
example, whatever its standards, is not implied by ontological
monism. There is no reason to suppose that mental concepts like
loving, intending, fearing, and deciding can be defined in purely
physical terms, and the failures of definitional behaviorism sug-
gest that there are principled reasons why this cannot be done.

We should not be seduced by the fact that each particular
which can be identified in the physical vocabulary can also be
identified in the mental vocabulary into thinking that therefore
one vocabulary is superfluous. The purpose of a vocabulary is to
classify particulars, to gather them into classes, and from the fact
that each individual in a set can be described in a given vocabulary
it does not follow that the set, if it is infinite, or a property that
applies to all and only the items in that set, can be defined in that
same vocabulary.

If it is the case that there is no class of particulars picked out by
the mental vocabulary which corresponds to (is identical with) a
class picked out by the physical vocabulary, then there cannot be
any strict laws connecting particulars characterized in mental
terms with particulars characterized in physical terms. So monism
is also compatible with the failure of nomological reduction, with
the absence of strict psychophysical laws. Monism, coupled with
the failure of nomological connections, implies that a complete
or adequate explanation of a mental event cannot be given in
physical terms, and a complete and adequate explanation of a
physical event cannot be given in mental terms.

Given nomological irreducibility, it is correct to insist, as
Spinoza does in IIIP2, that “the Body cannot determine the Mind
to thinking, and the Mind cannot determine the Body to motion”.
We should take this to mean that we cannot infer from a cause
described in physical terms that a specific mental event will ensue

1 The reduction is not symmetrical, since there are ideas of ideas and of the modes
of other attributes in addition to the ideas of material objects.
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as effect, for this would require either psychophysical causal laws
or psychophysical bridging laws, and nomological and defini-
tional irreducibility prohibit such laws; mental and physical
concepts belong to independent explanatory systems. This comes
out clearly in the demonstration of IIIP2: “All modes of thinking
have God for a cause, insofar as he is a thinking thing, and not
insofar as he is explained by another attribute (by [IP6). So what
determines the Mind to thinking is a mode of thinking and not of
Extension, i.e., it is not the body.” The demonstration of the
converse is parallel. This demonstration takes us back to IIP6,
which states: “The modes of each attribute have God for their
cause only insofar as he is considered under the attribute of which
they are modes, and not insofar as he is considered under any
other attribute,” and the demonstration goes on, “For each
attribute is conceived through itself without any other.” If we
accept the emphasis on how things are “conceived” or “con-
sidered” and remember that a cause for Spinoza is primarily
something that explains, even fully explains, its effect, then we can
understand IIIP2 as denying only that a full and adequate
explanation of an event described under one attribute can be
given by appeal to a cause described under another attribute.
Spinoza holds that it makes no sense to speak of explaining
or understanding the existence or modification of anything
except under one or another system of description, that is, as
viewed under one attribute or another.

The point of IIIP2 is not, then, to deny that mental events can
cause physical events, but to deny that they can explain them (and
conversely, of course). Nothing in this picture of the relations
between mind and body, the mental and the physical, rules out
what we would call the causal interaction of particular physical
events with particular mental events. We therefore do not have to
saddle Spinoza with the logical absurdity that would result from
holding that the physical event of a bell ringing cannot cause a
mental awareness of the ringing even though that mental
awareness is identical with a physical event in the brain caused by
the ringing. In my view, Spinoza does not deny that the ringing of
the bell may cause us to be aware of the ringing; what he denies is
that it is possible to give a fully adequate explanation of the
occurrence of the belief by appeal to the laws of nature and to the
cause described in physical terms. I do not even see why he should
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deny that it is useful to know that a certain sort of physical event is
likely to cause a certain sort of mental event; Spinoza would not
call this an explanation because the description of the cause and
the description of the effect did not belong to the same system of
explanation, and so the effect could not, in Spinoza’s phrase, be
“clearly and distinctly perceived through” the cause—through the
cause as conceived or described in a certain way, of course. Those
whose standards of explanation are less Euclidean are free to say
that describing the cause of a mentally described event in physical
terms may still be a form of explanation, and, of course, to say the
same of the describing of the cause of a physically described event
in mental terms. To stay within the bounds of Spinoza’s meta-
physics, however, they would have to hold that such explanations
could not be made fully adequate: adequate explanations are
necessarily intra-attribute. Curley speaks of Spinoza’s “tendency
to identify causa and ratio”."* Clearly this notion of cause, which
is closely tied to explanation, and is therefore sensitive to how
cause and effect are described, differs radically from the notion of
cause we employ when we are describing a relation in nature
between events. Causal relations in nature are indifferent to how
we describe them.

At the start of this paper I outlined a number of basic problems
that arise when we attempt to give a complete analysis or defini-
tion of such concepts as those of perception, memory, and action.
In each case there seemed a point at which the transition from the
physical to the mental (as with perception and memory), or the
transition from the mental to the physical (as in the case of action)
could not be fully explained. Exactly how, we asked, must the
beliefs and desires that rationalize and so explain an action cause
the action? We can specify the logical relations between the pro-
positional contents of the appropriate beliefs and desires and the
description of the action under which they rationalize it. What we
apparently can’t do is say in clear detail how the mental attitudes
cause the action. A similar aporia afflicted us when we inquired
into the question how, exactly, an event causes the belief that it

"' The Collected Works of Spinoza, p. 628. Curley instances IP11D2: “For
each thing must be assigned a cause, or reason, as much for its existence as for its
nonexistence.”
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occurred when the event is correctly said to be remembered. The
analysis of perception led to an analogous impasse.

The interpretation of Spinoza’s view of the relation between
the mental and the physical modes of explanation, and of cau-
sation, which I have proposed is not only consistent with the
existence of these failures of complete analysis or explanation; it
makes them inevitable, and offers an account of why they are
inevitable. If the attempt to analyze action or memory or per-
ception in terms of the causal relations between the mental and
the physical were to succeed, nothing would stand in the way of
complete inter-attribute explanations. In particular there would
have to be psychophysical laws as precise as the laws of physics.
But if Spinoza (on my interpretation) is right, there are no such
precise laws. The systems of explanation to which the mental and
the physical belong are irreducibly different, despite the fact that
the mental and the physical are just two different ways of
conceiving—and hence of classifying—the same particulars.

I suppose it is inevitable that when we try to understand a phi-
losopher whom we find altogether admirable, yet difficult and
obscure, we are drawn to an interpretation which we find as con-
sistent and congenial as charity prompts and honesty permits.
Thus I do not feel abashed to admit that the reading I find plausible
of Spinoza’s ontological monism coupled with a dualistic (or
multiple) explanatory apparatus is close to my own view of the
relation between the mental and the physical. I call this position
anomalous monism, and 1 have from the start recognized its
kinship with Spinoza’s views.'”> The similarities are these:
(1) Ontological monism: there are no particulars (and here I
included both objects and events) that cannot be uniquely identi-
fied by definite descriptions which are couched exclusively in the
language of physics, and by definite descriptions which are
“mental” (I allowed the mental descriptions to include physical
concepts as long as a mental term occurred “essentially”—that is,
the mental term could not be removed from the description while
leaving its reference unchanged). (2) Conceptual dualism: the
mental and the physical vocabularies are neither definitionally
nor nomologically reducible in either direction. (3) Explanatory

12 In “Mental Events™ (1970), reprinted in Essays on Actions and Events, Oxford
University Press, 1980, p. 212.
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dualism: although the natural sciences may arrive at the point
where they can fully explain, and hence in theory predict, any
event, they cannot, even in principle, predict or fully explain any
event under a mental description. Nor (even more obviously) could
a perfected science of psychology ever fully explain or predict any
event under a physical description. (4) It follows that there are no
strict, deterministic laws connecting the mental and the physical.
(5) Finally, these points do not contradict the recognition that there
are causal relations between the mental and the physical: causal
relations, as 1 conceive them, are between events however descri-
bed; causal explanations, on the other hand, depend on the voca-
bulary or concepts used to describe events and to formulate laws.

I have now described Spinoza’s theory of the relation between
the mental and the physical in a way that makes it consistent, and,
except for a remaining doubt, makes it correct in my view. The
doubt concerns the nature of the parallelism between the mental
and the physical. It is one thing to postulate two irreducibly dif-
ferent systems for explaining the same world; it goes beyond this
to insist that “the order and connection of ideas is the same as the
order and connection of things”. What does this additional claim
come to? I proposed above one possibility: there is a sequence of
propositions arranged in a natural deductive order which corres-
ponds to the temporal order of cause and effect in the world of
extended things. Then the order of deduction is the same as the
temporal order: the connection of ideas is the same as the causal
connection of things. However, this sequence of ideas cannot be
in any finite human mind, it can only exist in God’s mind.
Individual items from the sequence can exist in human minds, but
they are scattered and confused, constituting a woefully gerry-
mandered selection.

Human psychology is the study not of God’s mind, but of what
goes on in human minds. There can be no doubt that Spinoza was
interested in human psychology, and that he took serious steps
towards demonstrating its possibilities. As he famously announ-
ces in the Preface to Part III,

The affects. .. of hate, anger, envy, etc., considered in themselves, follow
from the same necessity and force of nature as the other singular things.
And therefore they acknowledge certain causes, through which they are
understood, and hence have certain properties, as worthy of our
knowledge as the properties of any other thing.
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He then promises to inaugurate the scientific study of these matters
by treating the “nature and powers of the Affects,...human
actions and appetites” as if they were “lines, planes, and bodies”.
He has two strategies in behalf of this project.

One is to remove seeming obstacles. He explains the illusion of
an autonomous will by maintaining that, though we are aware of
our volitions and appetites, we generally have no idea of their
causes, and so assume they have no causes. He explains the
human tendency to suppose that God has arranged things to serve
human ends, or any other ends, by plausibly claiming that
through failure to imagine volitions different from our own, we
invent God in our own image. He seeks to remove the objection to
the view that the complexity of thoughts corresponds to some-
thing in the body by pointing out the enormous complexity of our
bodies, and our almost total ignorance of the details of the body’s
structure and operations.

On the positive side, Spinoza gives analyses of volition, per-
ception, and the emotions consistent with his thoroughgoing
naturalism and determinism. Perhaps the most striking feature of
his concept of action is his view that it differs from being acted on
just to the extent that its causes and effects lie within rather than
outside us, and that this in turn is a matter of the extent and
character of our knowledge. The idea that acting and being acted
on differ only in degree does, we realize, follow directly from an
objective view of human beings as integral parts of the causal
chain of natural events, but even to us to whom this attitude
comes perhaps more easily than to Spinoza’s contemporaries, it is
a sobering perspective.

Spinoza’s treatment of particular emotions is also interesting
for its method. The “causes” of joy and sadness, pleasure and
pain, of an increase or decrease in the mind’s power of thinking,
or in the body’s power of acting, are sometimes referred to by
Spinoza as “things”, but as often are called “imaginings”. Thus
what is translated as “pride” (“superbia”) is defined as joy born of
the fact that a man thinks more highly of himself than is just
(IIIP26S). Here it seems clear that it is a propositional thought,
such as, “I am swifter than my neighbor,” which causes the joy.
What Spinoza calls “self-esteem” provides a better characteriza-
tion of pride, since pride can, after all, be born of a correct
estimate of one’s worth. Self-esteem, Spinoza says, is joy arising
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from thinking of our power of acting or of our actions (IIIP55S).
Here Spinoza seems unexpectedly close to Hume, who has a very
similar analysis of pride. Neither Hume nor Spinoza allows a
separate judgment that having a certain strength is estimable;
rather, to be caused pleasure (approbation) by the belief that one
has a certain ability or strength is to value that ability or strength.

I believe these causal analyses of action and the emotions are
correct in one very important respect: such psychological con-
cepts are irreducibly causal in character. An action is necessarily a
movement caused by thoughts and desires; pride is necessarily a
positive attitude caused by a belief that one has some esteemed
property; a desire is necessarily something that causes action
under appropriate circumstances.

This fact suggests a difficulty in accepting Spinoza’s theory of
the affects. It is true that many of our most important psychol-
ogical concepts are causal, but this very feature unsuits them to
the most complete sort of explanation. We are forced to appeal to
causal powers in natural objects such as brittleness (easily caused
to shatter), elasticity (caused by some internal feature to return to
its original shape when deformed), or afterglow (a glow in the sky
caused by the sun after setting) just when we are ignorant of the
actual causal mechanism. But a fully adequate science does not
employ causal concepts: it relies on knowledge of the structure
that explains why the brittle object shatters when it does, or allows
us to predict when, and to what degree, an object will return to its
original shape after being subjected to precisely specified forces.
A science which could not get along without causal concepts
could not provide the sort of total and detailed explanation to
which physics aspires and which constitutes Spinoza’s ideal of an
adequate explanation.

Even if we put aside the thought that causal concepts are out
of place in an advanced science as anachronistic when applied
to Spinoza,'® there remains a puzzle about how a scientific
psychology can hope to parallel physics in precision and com-
prehensiveness. As we have seen, if God is omniscient, then
his knowledge of the world as extended may reasonably be

13 Though Moliére recognized the explanatory inadequacy of causal concepts. It is
a shallow explanation of why a substance put someone to sleep to note that it was a
soporific, since “x is a soporific” means “x tends to induce slecp”.
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considered to consist of ideas “ordered and connected” as are the
modes of extension. God’s knowledge of psychology, his
knowledge of the totality of what we may call first-order ideas, is
presumably another, or second-order level, of ideas. These are
three levels of entities: extended objects, and first- and second-
order ideas. Within each level the “order and connection” must be
the same. The first- and second-order ideas constitute two total
world schemes: one scheme treats the world under the attribute of
extension, the other under the attribute of thought.

Does it follow, though, that human beings can reasonably
aspire to construct a psychology as comprehensive as the physics
they reasonably aspire to construct? It seems to me no such
human science of psychology is possible. Though the human mind
cannot hope to know all the details of the natural universe, it can
conceive this totality and hope to learn its laws. This does not
require that the human mind begin to harbor ideas corresponding
to all physical phenomena. But then a human science of psy-
chology must be radically incomplete: the entities it studies,
namely human thoughts, correspond to so little of the material
world that no self-contained science can be based exclusively on
them. Too many of the causes and effects of human thoughts are
unknown to human thought.

So I confess that I do not see how even the most complete
understanding of human psychology can avoid essential reference
to the material forces that impinge on us. Nor do I see how psy-
chology, as long as it deals with such concepts as those of action,
intention, belief, and desire, can either be reduced to the natural
sciences or made as exact and self-contained as physics. As I
suggested, we may even take Spinoza as having shown why such a
psychology is impossible; the nomological irreducibility of the
mental to the physical can be taken to point in this direction.

Spinoza did not follow this pointer. To have followed it would,
after all, have been to abandon his idea of a symmetrical relation
between first-order ideas and the physical, the idea that both of
these two aspects of reality can be fully systematized, and that any
event, conceived under either attribute, can be completely
explained within a science of that attribute. It is an inspired vision;
perhaps we should not be too easily persuaded that it is illusory.
The problems I rehearsed at the beginning of this paper: the
problem of how beliefs and desires cause an action when they give
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the reason it was performed; the problem of how external events
cause sensations and beliefs in perception and memory; the pro-
blem of how one belief causes another when we reason—could it
be the case that there exist “solutions” to these problems, even if
for some reason we cannot arrive at them?
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Appendix: Replies to Rorty, Stroud,
McDowell, and Pereda

These essays give me much pleasure.' They are written by friends
with my welfare in mind, showing the measured attention and
understanding one always secretly hopes for, and full of avun-
cular advice gently administered. They are friends of each other,
of mine, and of philosophy, and when it comes to a choice,
they prove they would not be such good friends loved they not
philosophy more. This practically ensures that they do not always
agree with each other, or with me, and where one agrees with me,
another differs. It will not harm this happy state of affairs if I try
to bring about agreement, for the more agreement there is (or so I
have always argued), the more intelligible and rewarding further
discussion will be.

Richard Rorty sees some of my views as serving his Wittgen-
steinian agenda, which is flattering if deserved. He is less pleased
by my persistent interest in Tarskian semantics. Like many others,
he views these tendencies as opposed, and urges me to forgo the
second. But I can’t, because what Rorty holds to be antithetical
modes of philosophizing I see as interdependent aspects of the
same enterprise. Insofar as 1 have arrived at, or remembered,
Wittgensteinian thoughts, it is largely through having taken a
third person approach to the problems of intentionality, and this
is an approach which has always seemed to me to require (along
with much more) the framework provided by the structures of
formal semantics and decision theory. Rorty suggests that you
can grasp my arguments for saying that interpreting a speaker
involves knowing one’s way around in the world even if you have

! The reference is to essays in Critica 28 (1998).
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no interest in a systematic theory of language. But I did not
say that knowing one’s way around in the world didn’t include
skills that can only be described by appeal to a formal theory. I'll
revisit these matters presently. But now I turn to Rorty’s first
suggestion, that I give up subscribing to Quine’s thesis of the
indeterminacy of translation, or, as I translate it, the indetermin-
acy of interpretation.

What he fears is that this thesis implies that there is something
mysterious, second rate, or even not quite real, about the mental,
that there are no “facts of the matter” about meaning or the
propositional attitudes. Let me put his mind at rest on this score.
In my view, the mental is no more mysterious than molecular
biology or cosmology. Our mental concepts are as essential to our
understanding of the world as any others; we could not do
without them. The propositional attitudes, such as intentions,
desires, beliefs, hopes, and fears, are every bit as real as atoms and
baseball bats, and the facts about them as real as the facts about
anything else. How could there be a question about the ontology
of mental entities for me if, as I hold, they are identical with
entities we also describe and explain, in different terms, in the
natural sciences?

Rorty’s fears are partly based on an early mistake of mine. In
“Mental Events” I did maintain that the irreducibility of mental
concepts was due, among other things, to the indeterminacy of
interpretation. This was wrong, as I have since admitted. The error
is obvious: indeterminacy as I understand it is endemic in all dis-
ciplines. Indeterminacy is nothing more than the flip side of
invariance. Indeterminacy occurs whenever a vocabulary is rich
enough to describe a phenomenon in more than one way. It doesn_’t
matter whether you say Sam is to the left of Susan, or that Susan is
to the right of Sam. If you have the axioms that define some system
of measurement, whether it is of weight, temperature, or subjective
probability, you can represent the structure so defined in numbers
in endless ways. What matters is what is invariant. With weight, an
arbitrarily chosen positive number is assigned to some particular
object; relative to that assignment, the numbers that measure the
weights of all other objects are fixed. So you can get an equally
good way of keeping track of weights by multiplying the original
figures by any positive constant; it’s the ratios that are invariant.
Only invariances are “facts of the matter”.
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This is how I understand the indeterminacy of translation and
interpretation. Given the richness of all natural languages, it
would be surprising if it were not always possible to describe the
facts of any discipline in many ways. Such indeterminacy does not
threaten the reality of what is described. Of course, confusion
results if we do not take into account the relativity of some way of
describing things to the appropriate scale or mode of description:
it matters whether your numbers are Fahrenheit or Centigrade,
your weights pounds or kilos, your distances miles or kilometers.
The analogy with the case of sentences or the contents of pro-
positional attitudes is this: Each of us can think of his own sen-
tences (or their contents) as like the numbers; they have multiple
relations to one another and to the world. Keeping these relations
the same, we can match up our sentences with those of a speaker,
and with the attitudes of that speaker, in different ways without
changing our minds about what the speaker thinks and means.
Just as endless sets of numbers allow us to keep track of the same
complex structures in the world, so our sentences can be used in
endless different ways to keep track of the attitudes of others, and
of the meanings of their sentences. Quine made this point in order
to emphasize that there is no more to the identification of
meanings than is involved in capturing these complex empirical
relations. This can sound like a negative thesis, and it is; it is an
attack on the idea that meanings can be captured in exactly one
way, by pinning Platonic meanings on expressions. But this
negative point does not entail that there are no facts of the matter;
the facts are the empirical relations between a speaker, her sen-
tences, and her environment. This pattern is invariant.

If we actually employed more of the possible ways of reporting
what someone means and thinks, we would want to be explicit
about the system we were using. In practice, we pretty much stick
to one way; it’s as if everyone spoke Centigrade or Miles or
Kilograms. But for theoretical purposes, it is good to know what
our assignments are relative to; they are relative to a language.
Not our own language, of course, but the language of the speaker
or agent. When in our ordinary dealings with others we make
small adjustments in our reporting of what someone meant or
thought, we silently change the language we take that person to be
speaking. Quine calls this changing the translation manual, but
this makes it seem that there is something in addition to the usual
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relativity of a theory of meaning to a language, while in fact only
one relativization is required, and it is familiar.

Rorty says he discerns no distinction between the I_mder-
determination of a theory and indeterminacy. I do. Theories are
interesting and valuable mainly because they entail what hasnjt
been observed, particularly, though not only, in the future. It is
an empirical question whether such a theory holds for the
unobserved cases—a question to which we shall never know the
answer. As Hume and Nelson Goodman have told us, there are
endless things that may happen next, many of which woul_d
confirm theories at odds with our present theories. This is
underdetermination. Indeterminacy is not like this; no amount of
evidence, finite or infinite, would decide whether to measure areas
in acres or hectares.

John McDowell is clear that nothing I say makes the mental
mysterious or any less real than the subject matter of the natural
sciences. He also agrees with me that there is a reason to
emphasize the irreducibility of the mental, but only .becausc
the irreducibility springs from something more interesting than
the indeterminacy of translation and interpretation. He rightly
stresses the constitutive role of normativity in all mental or psy-
chological concepts. This was what I had made central in “Mental
Concepts” (1970), and again in “Three Varieties of Kn(‘)“fl:.:dge”
(1991), where I took back the claim that the 1rred1§c1b1hty of
mental concepts followed from the indeterminacy of interpreta-
tion. The mental vocabulary isn’t “privileged” because it is
irreducible (as Rorty thinks I think), it is irreducible because it
is normative. _

Normativity is constitutive of the mental because the mental is
built on a framework of attitudes which have a propositional
content, and propositions have logical relations to one another.
Reasoning, no matter how simple and unstudied, is a matter of
putting thoughts together in ways that are assessable as reason-
able both by the agent and by others. Every action is describable
in terms of intentions, and intentions are based on reasons that
are, again, judged as rational or not by the agent and others. All
genuine speech is intentional, and can be understood only by
interpreters equipped to grasp key intentions of speakers. The
norms I am mainly concerned with are not the norms of
responsibility, trustworthiness, morality. The basic “virtue” that

#e PO PR i

Appendix 319

sets mental concepts off from those of the natural sciences is the
special sort of charity required for understanding the thoughts,
speech, and other actions of agents, and such charity is not a
virtue, but simply a condition of understanding others at all (and
so, of course, it is a necessary preliminary to treating others as
moral agents).”

Charity is a matter of finding enough rationality in those we
would understand to make sense of what they say and do, for
unless we succeed in this, we cannot identify the contents of their
words and thoughts. Seeing rationality in others is a matter of
recognizing our own norms of rationality in their speech and
behavior. These norms include the norms of logical consistency,
of action in reasonable accord with essential or basic interests,
and the acceptance of views that are sensible in the light of evid-
ence. These various norms can suggest conflicting ways of inter-
preting an agent (for example, there are different things an agent
may mean by what she says), and there may be no clear grounds
for preferring one of these ways to others. Balancing the claims of
competing norms in interpretation thus introduces a form of
indeterminacy not found in the indeterminacy that abounds in
physical measurement. This is the connection between inde-
terminacy and the irreducibility of the mental I had in mind in
“Mental Events”; it is badly expressed in the passage from that
essay which McDowell quotes at the start of his paper. It is a
special twist the norms of rationality impart to interpretation.

Such indeterminacy does not make the mental mysterious or
unreal, nor does it suggest that there is no fact of the matter about
what people think and mean; it is a harmless consequence of the
fact that there is more than one way of describing what is invari-
ant. But whether or not one accepts the thesis of indeterminacy,
here we come to something that puts an end to a certain regress.
For when we ask where the norms come from that each of us
applies in understanding others, the answer is that they cannot be
derived from a source outside ourselves, for any attempt to check
with others drives us back to the process of interpretation in

% I am happy to have McDowell remind me of Wilfred Sellars’s “Empiricism and
the Philosophy of Mind” in this connection. I read it many years ago and was per-
manently influenced, though what I remembered learning there was the attack on the
Myth of the Given.
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which we necessarily employ our own norms. This is the step
Rorty says he has come to understand, having been persuaded by
Bjorn Ramberg’s perceptive paper. As Rorty puts it, “the ines-
capability of norms is the inescapability, for both describers and
agents, of triangulating”.

McDowell and I seem to have in mind the same distinction
between mental concepts and those of the natural sciences, and we
agree that it is the rationality of propositional thought that sets
the mental apart.? There also seems to be a shade of difference in
how we want to describe the distinction. He writes:

The separation of logical spaces or constitutive ideals that underwrites
the irreducibility thesis reflects a distinction between two ways of finding
things intelligible. Both involve placing things in a pattern. But in one
case the pattern is constituted by regularities according to which phe-
nomena of the relevant kind unfold; in the other it is the pattern of a life
led by an agent who can shape her action and thought in the light of an
ideal of rationality.

It is only the last sentence that gives me pause. I agree that the
norms of rationality do define a “pattern of life led by an agent
who can shape her action and thought in the light of an ideal of
rationality”. But this is only one feature of “the space of reasons”.
Whether or not an agent “shapes” her action and thought in the
light of an ideal, and whether she acts or thinks well or badly,
when we represent her thoughts and actions to ourselves as
thoughts and actions, we have placed her in the space of reasons.
Perhaps McDowell would agree. My more serious misgiving
concerns the implication that mental concepts, unlike those of the
natural sciences, are not concerned with “regularities” (elsewhere
he calls them laws). The point of concepts is to classify things, and
concepts survive only if they are found useful. “Useful” here
means leading to valuable generalizations. I have myself urged
that the generalizations mental concepts lend themselves to are
less strict than those physics aims for, but they are ones we could

3 I am surprised to find Rorty, who is so opposed to distinguishing the mental
vocabulary from the vocabulary of natural science, buying the old positivist dis-
tinction between the “descriptive vocabulary of intentionality” and the “prescriptive
vocabulary of normativity”. Maybe there is some respectable way to set apart the
concepts sometimes conveyed by words like “obligation”, “duty”, “right”, and “good”
from mental concepts, but 1 would say both sorts of concepts are based on norms, and
both are descriptive.
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not live without. Many mental traits are, or at least involve,
dispositions, and dispositions are, of course, lawlike. If we know
what someone wants, we know a lot about the circumstances
under which she is apt to act; similarly for beliefs, conditional
intentions, and a host of features of personalities like pride,
generosity, ambition, courage, lasciviousness, and so on.

I cannot go along with McDowell when he says that what I call
the myth of the subjective cuts against the idea that “mental acts
are intrinsically characterized by being semantically related. . . to
elements in the extra-mental order.” I like McDowell’s defense,
as against Sellars and Rorty, of the “relational” conception of
semantics, and the importance he attaches to it. But what I called
the Myth is the view that there are mysterious entities “before the
mind” which come between our thoughts about the world and
the world itself, what I have called “epistemological inter-
mediaries”. I do not deny that we often perceive how the world is,
or that perceiving is an “experience” (though the scare quotes
register my distrust of accounts that assume the meaning of the
word is clear enough to explain the nature of perception).

McDowell has an agenda that is not fully expressed in this
paper. Rorty brings it out when he says I hold that “empirical
content can be intelligibly in the picture even though we carefully
stipulate that the world’s impacts on our senses have nothing to
do with justification”. He is right that sense data, uninterpreted
experience, sensations, do not justify our beliefs, and in this the
three of us agree. Our difference is this: Rorty and [ think the
interface between our bodies and the world is causal and nothing
more, while McDowell holds that the world directly presents us .
with propositional contents. McDowell sees no trouble in
accounting for the contents of perception, since nature provides
these. I have the problem, which I think a form of externalism at
least partly solves, of explaining how external features of the
world cause us, through the medium of the senses, to form largely
correct beliefs. This is a debate I look forward to pursuing on
future occasions.

Rorty thinks I make too much of the concept of truth. I have
come to agree with Rorty that there is no point in calling truth
a norm or a goal. No doubt it is often desirable to believe or say
what is true, because we are then more apt to get what we
want. But there is no guarantee that the true and the good will



322 Appendix

coincide; the goal, after all, is the desired outcome, not the truth.
In searching for the truth we check our sources, ask the experts,
repeat our experiments with more controls, and so forth. There
isn’t some further activity we can undertake which will prove that
we have arrived at the truth. So it would be better to say that our
goal (and a legitimate norm) is to be justified; but of course we can
be justified and wrong.

The importance of the concept of truth is rather its role in
understanding, describing, and explaining the thought and talk of
rational creatures. The best way of characterizing an important
part of what someone knows who understands and speaks a
language is to give a systematic account of the truth conditions of
the sentences of that language. We do not grasp the concept of
belief if we do not know that a belief may be true or false, nor do
we know what it is that someone believes if we do not know
under what conditions it would be true. We do not have a concept
unless we know what it would be for it to apply to (be true of)
some things and not to others. Rorty is willing, I think, to allow
that the concept of truth has these uses, but he reminds us that it
has many other uses, and that there are other concepts that play as
central a role in our mental equipment. I am happy to grant both
points, with the proviso that many of the uses of “true” that Rorty
mentions would be hard to understand if we did not grasp what
I take to be the basic use.

I am sure that a philosopher may be interested in many things
while not giving a hoot about formal, or semi-formal, semantics
as applied to natural languages. But why does Rorty mind if I,
Barry Stroud, John McDowell, and Carlos Pereda happen to find
formal semantics useful, interesting, and capable of throwing
light on a number of concepts such as truth, the validity of logical
inferences, the learnability of natural languages, and relations
between a speaker and the world as mediated by language? He
does not say, but I suspect that his distaste springs in part from the
fear that by formulating this relation, normal semantics is in
danger of encouraging the dread idea that language and thought
represent or mirror the world. But there is no danger. Tarskian
semantics introduces no entities to correspond to sentences, and it
is only by introducing such entities that one can make serious
sense of language mirroring or corresponding to or representing
features of the world. As McDowell says, the simple thesis that
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names and descriptions often refer to things, and that predicates
often have an extension in the world of things, is obvious, and
essential to the most elementary appreciation of the nature both
of language and of the thoughts we express using language.
Sellars was wrong to deny the thesis, and so is Rorty in holding it
suspect.

Stroud and Rorty both like “A Nice Derangement of Epitaphs”,
but for different reasons. Rorty likes it because it seems to break
down the distinction between the sort of meaning that formal
semantics deals with and the rest of what we know about the
world. Stroud likes it because, while recognizing the role of formal
semantics in understanding language, it denies that knowledge of
such a theory is either necessary or, more importantly, sufficient
for understanding a speaker. Since what Stroud emphasizes in
my essay is a Wittgensteinian point, Stroud’s position suggests how
Rorty might be persuaded to accept my perverse interest in
Tarskian semantics.

Before taking up this theme, I want to correct two misleading
features of “A Nice Derangement of Epitaphs”. The first is this:
I failed to distinguish sufficiently clearly between two points I
wanted to make: that people don’t need to speak the same lan-
guage in order to understand each other, and that the same person
needn’t continue to speak as he has in the past in order to be
intelligible. Some examples illustrate both of these theses, but the
issues are separable. An example of the first kind would be a fluent
speaker of Spanish and a fluent speaker of Portuguese, each
speaking his own language, but being perfectly understood by the
other. These two languages have much in common, but obviously
a similar situation could involve speakers of very different lan-
guages. I gave several examples of the second kind in my essay;
such examples show that the interpreting hearer frequently hasno
trouble comprehending words she has never heard before, even
words that have never been spoken before. Cases of these two
kinds are enough to show that there is more to understanding
(and therefore speaking intelligibly) than is involved in speakers’
and interpreters’ being supplied with identical kits of rules.

The second way I have misled readers is by sometimes writing
as if 1 thought speakers and interpreters have, and form, theories
of meaning on the basis of which they speak and interpret. Stroud
asks why I would want to speak of a theory in the case of
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Mrs. Malaprop, and Rorty dumps on the idea that people ever
operate with theories of meaning. He has a proposal:

Why not treat the work of grammarians and lexicographers (or their
ideal counterparts, the devisers of Tarskian truth-definitions...) as
bearing the same relation to the speaker in the street as the physical
scientists bear to the bicycle-rider on the road?

I took this advice long before it was given. Almost from the start
I held that those who use language do not normally have a theory;
all T asked of a satisfactory theory in this respect was that if
someone had such a theory for a speaker, at a time, that theory
would suffice for understanding an arbitrary utterance of that
speaker, at that time (see, for example, the first paragraph of
“Radical Interpretation”, 1973). Somewhat more recently I have
taken to emphasizing that it is the philosopher, trying to under-
stand understanding, who needs the theory in order to say what it
is that the interpreter knows if he understands a speaker.
A flawless interpreter is prepared, I thought, to interpret anything
a speaker says—a potential infinity of utterances. So the inter-
preter knows what is conveyed by every T-sentence entailed by a
theory of truth for the speaker’s language, and only a theory can
specify this totality in finite terms. I have always been clear that
this does not suggest that the flawless interpreter knows such a
theory.

A number of readers sense a conflict between the importance
I assign to formal semantical theories and the “there is no such
thing as a language” attitude of “A Nice Derangement of Epi-
taphs”. Among such readers are Pereda and Rorty. Pereda has the
sensible idea of trying to reconcile the Wittgensteinian and
Tarskian modes by emphasizing the importance of a general
institutionalized linguistic background against which deviant
verbal behavior is understood, while Rorty just wants me to
abandon the theorizing. I see nothing wrong with Pereda’s view,
as long as it is taken as saying that members of a “speech com-
munity” share a host of overlapping, non-identical, habits of
speech, and have corresponding expectations about what others
in the community will mean by what they say (such a set of
expectations is what is characterized by what I called a “prior
theory”). It would be possible for each speaker to have a radically
different language; then each hearer would have to extemporize a
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mode of interpretation. In practice this would be intolerable,
perhaps humanly impossible: hence the survival value of
conforming.

But does it make sense to speak of a theory in the case of
Mrs. Malaprop? The idea 1 had in mind was simple. An inter-
preter in a particular conversational situation is prepared with a
general set of expectations (which the “prior theory” describes).
When expectation is thwarted, what is novel is (usually auto-
matically) accommodated (read “arrangement” for “derange-
ment”, “epithets” for “epitaphs”). If the speaker goes on like this,
these substitutions in all possible contexts yield a new language,
which can be delineated by a “passing theory”. Slots in the “prior
theory” have been filled in new ways. The apparatus of a
“prior theory” and “passing theory” was an unnecessarily cum-
bersome way of expressing this thought.

Knowing a language is, in some respects, like knowing how to
ride a bicycle. In both cases, as Rorty points out, we talk of
knowing how, and in neither case is it necessary or common to
know a theory that explains what we do. But there are also
striking differences. There are endless things a speaker or inter-
preter must know: the truth conditions a hearer will probably take
her utterances to have, the truth conditions that most of the
sentences she hears will have, relations of entailment, contra-
diction, and evidential support among sentences. And this is just a
start, as I argued in “A Nice Derangement of Epitaphs”. Bicycle
riding requires no propositional knowledge at all. Speechless
animals can be taught to ride bicycles.

Barry Stroud correctly catches my attitude towards many of
these issues. He is right that I don’t deny that people learn to
speak one or more languages, which equips them “in advance”
to understand much of what they hear. This is because, as he says,
there are a lot of regularities in how people talk; “there is nothing
else for a theory of meaning of a particular language to capture”.
And Stroud is certainly right when he says that I am against the
idea that we understand speakers by appealing to, or applying,
rules, conventions, or a theory. Unlike Stroud, however, I balk at
using words like “rule” or “convention” to describe what speakers
of what is called the same language share. My reason is that it
seems to me we have said it all when we say that some speakers
speak in much the same way, and that therefore speakers and
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hearers have natural expectations about how their words will be
understood, and what other speakers will mean by what they say.
My objection to assimilating regularities to rules or conventions is
that the latter sound like norms, and I do not believe there are
norms inherent in language itself. Of course there are plenty
of norms that bear on what we say when. I don’t deny that it is
virtuous to try to preserve valuable distinctions, that we are wise
to speak in a way that will be understood by others, or that efforts
should be made to keep Basque from dying out. But these are
norms entirely contingent on further values, not intrinsic values of
language. It is wrong, normally, to act counter to a convention;
there is nothing inherently wrong in twisting language any way
we want.

There are many ways in which we may fail in our intentions in
speaking, and these are sometimes confused with one another. We
may think we are saying something true when we are not. In this
case the error is not linguistic; our error is in saying and believing
what is false. (Of course, in learning a new word, there is no point
in this distinction: error, linguistic or otherwise, is not yet in
the picture.) Or we may think a word or expression we are using
usually (or in the best company, or in a good dictionary) means
something it does not; this is an error in what we believe about
the speech habits of others, or of lexicographers, but it would not
be a communicative error unless we fail in our intention to be
understood. I don’t think of T-sentences as normative in them-
selves: they don’t, for example, tell us what truth conditions we
ought to assign to a sentence, nor do they tell us when we would
be “correct” to assert it, unless “correct” here just means “true”.
T-sentences are descriptive: I think of them as describing a
practice. Using a T-sentence to interpret a speaker whose practice
at the moment it correctly describes will yield a correct inter-
pretation, or at least so I have long held, and still do.

Why, then, does Stroud say, as if he agreed with me, “A theory
of meaning alone does not suffice for interpreting speech, even in
the normal case in which a single, widely-shared language is being
used correctly”? He says it because he does agree with me, and has
correctly understood the principle theme of “A Nice Derange-
ment of Epitaphs”. The point is, as Stroud says, that even if one
has a “prior theory” which not only correctly describes a widely
shared linguistic practice, but also correctly applies to the case in
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hand, one still must apply that theory to the case in hand (or
simply interpret the present utterance in accord with the theory),
and no theory tells us to do that. Stroud reminds us that according
to Wittgenstein there must be a way of interpreting or under-
standing something which is not a matter of following instruc-
tions or being guided in one’s interpretation. The reason is simple.
The kind of knowledge a theory of meaning describes is not
irrelevant. But it never can instruct us when to apply it. The
knowledge on which we rely, however intuitively, is just about
everything we know. This is why I wrote that there are no rules for
arriving at passing theories, no rules in any strict sense, as
opposed to rough maxims and methodological generalities.
A passing theory really is like a theory at least in this, that it is
derived by wit, luck, and wisdom from a private vocabulary and
grammar, knowledge of the ways people get their point across,
and rules of thumb for figuring out what deviations from the
dictionary are most likely. There is no more chance of regular-
izing, or teaching, this process than there is of regularizing or
teaching the process of creating new theories to cope with new
data in any field.
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