Automata and Grammars
SS 2018

Assignment 10: Solutions to Selected Problems

Problem 10.1. [Context-Free Grammars to PDAs]
Let G = ({S, A, B,C},{a,b,c}, P, S) be the context-free grammar (in Greibach normal form)
that is given by the following set of productions:

P = {S—aABC,S - bBCA, A — aAA A — a,
B —-bCB,B —bB,B—b,C — ¢BC,C — cC,C — c}.

(1) Give a leftmost derivation for the word w = bbecbeaaa.

(2) Convert the grammar G into a PDA M; using the construction from the proof of
Theorem 3.19.

(3) Give the detailed computation of M; on input w = bbecbcaaa that corresponds to the
leftmost derivation from (1).

Solution. (1) A leftmost derivation for w = bbecbcaaas
S —p bBCA —p, BCBCA —p bbcCBCA —p,  bbccBCA
—p, bbeccbCA  —p, bbccbcA  —p, bbecbcaAA —p,  bbccbcaaA
—p, bbccbeaaa.

(2) The PDA M; = ({q},{a,b,c},{S, A, B,C},d1,q,S,0) is defined by the following transition
relation:

01(q,a,5) = {(q,CBA)},
51(q,b,S) = {(q ACB)}a
01(g,a,4) = {(q,44),(q,:¢)},
51(QabvB) = {(QaBC) (q ) ( )}’

01(¢,¢,C) = {(¢,CB),(q,0),(g,)}-
(3) The computation of M; that corresponds to the leftmost derivation in (1):

(g, S,bbecbeaaa) Far (g, ACB,becbeaaa) tar, (¢, ACBC, cebeaaa)
Far, (¢, ACBC,cbcaaa) tur, (g, ACB,bcaaa)
Far, (g, AC, caaa) Far, (g, A, aaa)
F (q AA, aa) Fan (g, 4,a)
Fan o (g€,).



Problem 10.2. [PDA to Context-Free Grammar]
Let M = ({qo,q1},{a,b},{#,Z},0,q0,#,0) be the PDA that is defined by the following

transition relation:

6(q0,a,#) = {(q,#2)}, 6(g0,¢,2) = {(q0,9)}, 6(q0,b,#) = {(q1,9)},
6(q1,a,2) = {(@1,22)}, 6(q1,0,2) = {(q1,2),(q0,¢)}-

(1) Give an accepting computation of M for the input w = aabbabb.

(2) Convert the PDA M into a context-free grammar G using the construction from the
proof of Theorem 3.20.

(3) Give a leftmost derivation for the word w = aabbabb in G that corresponds to the
computation from (1).

Solution. (1) An accepting computation of M on input w = aabbabb:

(q()v #a aabbabb) l_M (qla #Za abbabb) l_M ((ha #sz bbabb) l_M (Q1a #ZZ, babb)
l_M (QO7 #Zv abb) l_M (q07 #7 abb) l_M (qlv #Z7 bb)
l_M (q()a#ﬂb) l_M (QI7€7€)‘

(2) By the construction from the proof of Theorem 3.20 we obtain the following context-free
grammar G = (N, {a,b}, P,S) from M, where
- N = {Stu@QxI'xQ
= {5, [q0, #, ), l90, #> @1], [90, Z, qo], [q0, Z, q1], lav, > qo), [a1, #, a1, [, Z, qol, (a1, Z, aal},
— and the productions are given by the following table:
P = {S— [qo,#,q0], S — [q0, #, ¢1],
[90, Z, qo] = €, [q0, #, 1] = b, [q1, Z, qo] = b,
[91, Z, q0] = bla1, Z, qol, (91, Z, 1] — blar, Z, qa,
[q0, #, q0] — alq1, Z, qo][q0, # qo], [q0, #, q0] — alar, Z, q1][q1, #, qo],
[0, #. 1] = alq1, Z, qo][qo, #. @], [q0, #, 1] — alar, Z, q1l[qr, #. a1
a1, Z, q0] — alq1, Z, qo0]lq0, Z, o), (a1, Z, qo] — alq1, Z, q1][q1, Z, qo],
01, Z, ] = alqr, Z, @olq0, Z, 1], (91, Z, 1] — alqr, Z, qu][qu, #, @] }-

(3) The leftmost derivation for the word w = aabbabb that corresponds to the computation
in (1):

S —p [qo,# ¢1] —p alq1, Z,qollqo, #, ¢1]
—p aalqy, Z,qollqo, Z, qol[qo, #, 1] —p aablqr, Z, qllq0, Z, qol[qo, #, q1]
—p  aabblqo, Z, qo][q0, # q1] —p aabblqo, #, q1]
—p aabbalq, Z, qo][qo0, #, q1] —p aabbablqo, #, q1]

—p aabbabb.



Problem 10.3. [Shuffle Operation]
The operation LI (shuffle) on ¥* is defined as follows:

Vu,v € ¥ rullv:= {ujviugvy - - - upvy | n > 1,u = ugug - - - uy, and v = vivy - - - vy }.

This operation is extended to sets of words (languages) as follows, where L;, Ly C ¥*:

LiULy = U (u (] ’U).
uEL1,v€Ly

(a) Determine the set a?b® U c2.
(b) Determine the set Ly LI Ly for Ly = {a™b™ | m >0} and Ly = {c" | n > 0}.

(c¢) Prove that L; U Lo is a context-free language for each regular language L; and each
context-free language Lo.

Solution. (a) a?b?Lic? = {ccaabb, cacabb, caacbb, caabeb, caabbe, accabb, acachb, acabeb,
acabbe, aacchb, aacbeb, aacbbe, aabeeb, aabebe, aabbec}.

(b) LiULs = {cactac2a---acbcin+ibcin+2h---bci2n | n > 0,149,401, .. .,492, > 0}.
(c) Let A= (Q1,%,61,q0, F1) be a DFA for the regular language L;, and let
B = (Q27 27 F; 527[)07 #7 FQ)

be a PDA for the context-free language Ly. We obtain a PDA M = (Q, %, T, 4, so, #, F) for
the language L = L1 U Ly by taking

o () =Q1 xQo,
® S0 = (CJOaPO)7
o F=F x Iy,

e and by defining the transition relation ¢ as follows:

5(((]’1))7@’ Z) = {((Q)p/)va) | (plva) € 52(]?, a, Z)}U {(51((]’ a),p),Z)},
6((g;p),e:2) = {(¢.0),0) [ (¢/,) € b2(p,e, Z) }

forallge Q1,p € Q2,a€e X, and Z €T

Let w € ¥* be a given input word. Then starting from its corresponding initial configuration
((go,po), #,w), M nondeterministically chooses in each step whether to simulate a step of A
using the first components of its states or to simulate a step of B using the second components
of its states. Finally, it accepts if it reaches a configuration of the form ((q, p), o, €) such that
q € F1 and p € F5, which means that the simulated computations of both, A and B, are
accepting. It follows that L(M) = L(A) U L(B) = Ly U Ly. Thus, L; Ll Ls is a context-free
language. O



