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OUTLINE:

1. LECTURE

• representativeness

• concordance and context

• frequency and frequency distribution

• collocation and colligation

2. SEMINAR

• reading (Stubbs): Lexical semantics (meaning is use, frequency)

• how is meaning constituted? why is frequency important?
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Representativeness
• corpora aim to be representative > of what?

• general corpora: to fully capture the variability of language

‒ written v. spoken language > proportion?

‒ text types, genres to be included?

‒ samples v. full texts?

• how to choose texts into a corpus? surveys?

‒ production v. reception

• the larger the corpus is, the more likely it reflects prototypicality

‒ centre v. periphery

• representativeness is relative > character of a scale...
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Concordance
• KWIC = key word in context

‒ not only a word or phrase, but also a string of characters (e.g. suffix)

• concordances = lines of context with the keyword centered

‒ basic form of display in a corpus

‒ can be sorted and analyzed

‒ KWIC view v. sentence view

• concordancer = a computer program that can produce a

concordance from a specified text or corpus

‒ corpus alone solves few (if any) problems for a linguist > its potential is

unlocked by tools such as concordancers
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Concordance: KWIC view



Concordance: sentence view



Concordance: sorting (1L)



Tokens and types
• token= any single, particular instance of an individual word in a

text or a corpus

• type = a single particular wordform; one type may occur many

times in a corpus (many tokens)

Count types and tokens in the following sentence:

There is a cat at the window; the cat is watching birds.
‒ how many tokens (running words)?

‒ how many types (different words)?

• Type/token ratio (TTR) as a basic indicator of repetition
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Frequency
• frequency of occurrence = the most basic statistics we can provide

for a word or pattern

‒ raw frequency (to be interpreted within one text/corpus)

‒ normalized frequency – ipm/ppm, pmw/ptw (to compare texts/corpora)

• frequency lists = very useful indicators of core vocabulary

‒ crucial for L2 teaching and learning

‒ top frequency words in any language: function words

‒ the most frequent words in English?

‒ different for written and spoken language
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Top frequency words (written v. spoken)



Distribution (dispersion)
• frequency distribution = shows how a word or phrase is

distributed in the corpus

‒ high frequency due to overuse in one text v. even distribution

(křižník ‘cruiser’ v. nedorozumění ‘misunderstanding’)

‒ indicated by no. of texts or ARF (average reduced frequency)

• examples of uneven distribution
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Collocation
• collocation = a co-occurrence relationship between two words;

words are said to collocate with one another in one is more

likely to occur in the presence of the other than elsewhere
‒ association measures

‒ t-score, MI-score, LogDice etc.
‒ no measure is perfect

• colligation = a co-occurrence between a word and a grammatical
category or context

What collocation is on a lexical level of analysis, colligation is on a syntactic level. The
term does not refer to the repeated combination of concrete word forms but to the
way in which word classes co-occur or keep habitual company in an utterance.
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Association measures (-1 cat)
logDice MI-score (mutual information) t-score (absolute frequency)
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Questions?

Let's talk about language!
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Reading
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Discussion
• What are the main concepts (not only) in phraseology that corpus

linguistics might shed a new light on?

• How can we distinguish different senses of a word?

• Why is it important to distinguish between a word-form and a lemma in

terms of collocation profiles?

• Why is a corpus relevant for semantic research?

• Why is it important to know about a word’s frequency?

• What is the difference between content words and function words?

• What is a lexical density?

• How to decide what belongs to a core vocabulary?
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http://textalyser.net/

Trump:
1. http://www.politico.com/story/2016/06/transcript-donald-
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immigration-speech-transcript-20160831-snap-htmlstory.html
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Clinton:
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2. http://www.politico.com/story/2015/06/hillary-clinton-campaign-

rally-speech-transcript-118973 (2986)
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EXAMPLES OF LEXICAL DENSITY
ON NON-TRANSLATED AND TRANSLATED CZECH
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